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The Origin of Convolutional Networks

 The origins to the 1970s. 

 Modern subject of convolutional networks was a 
1998 paper, "Gradient-based learning applied to 
document recognition", by Yann LeCun, Léon Bott
ou, Yoshua Bengio, and Patrick Haffner

 “The [biological] neural inspiration in models 
like convolutional nets is very tenuous. That's 
why I call them 'convolutional nets' not 'convo
lutional neural nets' ”

 Convolutional nets use many of the same ideas 
as the neural networks we've studied up to now

http://yann.lecun.com/exdb/publis/pdf/lecun-98.pdf


Basic Ideas

Sparse Interactions
• Spatial Arrangement

Parameter Sharing
• Shared Weights



Local Receptive Fields

A 28*28 image



Convolution Layer

A 28*28 image

24*24 Neurons in Hidden Layer

A 5*5 Weight Matrice

Or Filter



Convolution

Could be a Sigmoid Function



Shared Weights and Bias

5*5 Shared Weights



Example



Pooling



Layers

Convolutional Layer

Pooling Layer

Fully-Connected Layer



Real Networks



Real Networks
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How it Works



Example Network



Parameters



Features


