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Linear Regression (1/3) 

 The goal is to make quantitative (real valued) predictions on 
the basis of a (vector of) features or attributes 
 

 Example: predicting house price from 4 attributes  
 
 
 
 
 
 
 
 

 We need to 
• specify the class of functions (e.g., linear) 
• select how to measure prediction loss 
• solve the resulting minimization problem 

Features Target value 



Linear Regression (2/3) 

 Linear regression model 

 

 

 

How to find the parameters               ? 
 Given data, minimize the difference between real values and 

prediction values (prediction loss) 
: Gradient descent algorithm 

 

How to measure the prediction loss? 
 Cost function 

 

 

 



Linear Regression (3/3) 

 Gradient descent algorithm 
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Linear regression and classification 

 Classification 

 

 

 

 

 

 

 



Logistic regression model (1/3) 

 Linear Regression Model  Logistic Regression Model 
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Regression Parameters 



Logistic regression model (2/3) 

Want  

 

How? 
Logistic function / Sigmoid function 

 

• Linear Regression: ℎ𝜃 𝑥  = 𝜃𝑇𝑥 

 

• Logistic Regression: ℎ𝜃 𝑥  = g(𝜃𝑇𝑥)  ;    𝑔 𝑧 =  
1

1+ 𝑒−𝑧  

                             ℎ𝜃 𝑥 =  
1

1+𝑒−𝜃𝑇𝑥
 

 

 

 

 

 

 

 



Logistic regression model (3/3) 

 Interpretation of Hypothesis output 
• ℎ𝜃 𝑥  = estimated probability that y=1 on input x 

           =𝑃  𝑦 = 1  𝑥; 𝜃) 

 

 

 Threshold classifier output ℎ𝜃 𝑥  at 0.5: 
• If ℎ𝜃 𝑥  >= 0.5, predict y=1 

• If ℎ𝜃 𝑥  < 0.5, predict y=0 

 
 



Cost function (1/4) 

How to find the best parameters? 
 Similar to linear regression: gradient descent Algorithm 

 But, different cost function 

 

 



Cost function (2/4) 



Cost function (3/4) 



Cost function (4/4) 



Parameter optimization 



Multi-class problem 

How to adopt logistic regression classification for multi-
class problem? 
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[Binary class] 

 

Threshold classifier output ℎ𝜃 𝑥  at 0.5: 

If ℎ𝜃 𝑥  >= 0.5, predict y=1 

If ℎ𝜃 𝑥  < 0.5, predict y=0 

[multi-class] 

 

? 



Multi-class problem 



Multi-class problem 


