
1 23

Applied Intelligence
The International Journal of Research
on Intelligent Systems for Real Life
Complex Problems
 
ISSN 0924-669X
 
Appl Intell
DOI 10.1007/s10489-018-1219-x

Incorporating reliable virtual ratings into
social recommendation systems

Sajad Ahmadian, Majid Meghdadi &
Mohsen Afsharchi



1 23

Your article is protected by copyright and

all rights are held exclusively by Springer

Science+Business Media, LLC, part of

Springer Nature. This e-offprint is for personal

use only and shall not be self-archived in

electronic repositories. If you wish to self-

archive your article, please use the accepted

manuscript version for posting on your own

website. You may further deposit the accepted

manuscript version in any repository,

provided it is only made publicly available 12

months after official publication or later and

provided acknowledgement is given to the

original source of publication and a link is

inserted to the published article on Springer's

website. The link must be accompanied by

the following text: "The final publication is

available at link.springer.com”.



Applied Intelligence
https://doi.org/10.1007/s10489-018-1219-x

Incorporating reliable virtual ratings into social recommendation
systems

Sajad Ahmadian1 ·Majid Meghdadi1 ·Mohsen Afsharchi1

© Springer Science+Business Media, LLC, part of Springer Nature 2018

Abstract
Social recommendation systems use social relations (such as trust, friendship, etc.) among users to find preferences and
provide relevant suggestions to users. Historical ratings of items provided by the users are also used to predict unseen items
in the systems. Therefore, it is an important issue to calculate the sufficient number of the historical ratings for each user to
have a reliable prediction. In addition, providing a reliable mechanism to incorporate virtual ratings into the historical ratings
of the users who have insufficient ratings can improve the performance of the rating prediction process. In this paper, a social
recommendation system is proposed based on reliable virtual ratings to improve the accuracy of predicted ratings especially
about the users with insufficient ratings. To this end, a probabilistic mechanism is used to calculate the minimum number
of required ratings for each user to predict unseen items with high reliability. Then, a novel method is considered to predict
the reliable virtual ratings based on users’ reputation and clustering models. In addition, a noise detection method is used to
detect noisy virtual ratings and prevent them from adding to the historical ratings. Then, the reliability, diversity and novelty
of items are used to propose a selection mechanism for adding the remaining virtual ratings into historical ratings of the
users with insufficient ratings. Therefore, the performance of the social recommendation systems can be improved through
incorporating the reliable virtual ratings. Several experiments are performed based on three well-known datasets and the
results show that the proposed method achieves higher performance than other state-of-the-art recommendation methods.

Keywords Social recommendation system · Virtual rating · Reputation · Noise detection · Reliability

1 Introduction

In recent years, the users who access to the Internet and
also the amount of information on the web are exponen-
tially increased. Therefore, processing and managing this
information is a difficult and time-consuming process. Rec-
ommendation systems are powerful techniques which can
help the users to find the information they need among a lot
of choices by offering relevant suggestions to their prefer-
ences [1]. The recommendation problem can be formulated
as a function f : U × I → R which U is the set of all users,
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I is the set of all items, and R is the ratings provided by
the users for the items. The main purpose of the recommen-
dation systems is to predict the ratings of unseen items for
the users by using their previous preferences. Users’ prefer-
ences are generally represented as a matrix called user-item
rating matrix. An example of the matrix with four users and
five items is shown in Table 1. Recommendation systems
attempt to predict the rating of item i3 as an unseen item for
user u1 based on the available ratings which are provided
by user u1 for the other items. In this example, it is assumed
that the ratings are in a specific range from 1 (bad) to 5
(excellent) with step 1.

Collaborative filtering (CF) is one of the most widely-
used methods in recommendation systems which has made
significant progress in exploiting user-item relations [2].
The main idea of the CF methods is that the preferences
of a target user are likely to be similar to other users
who have common preferences with the target user about
items. These methods can be classified into two groups
including memory-based and model-based methods. In
memory-based CF methods, the historical ratings of the
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Table 1 An example of user-item rating matrix

i1 i2 i3 i4 i5

u1 2 1 ? 4 3

u2 - 2 3 1 -

u3 - - 1 4 5

u4 4 3 5 - 1

users are directly used to calculate similarity values between
them and find similar users as nearest neighbors for the
target users. Then, the preferences of the nearest neighbors
are used to predict ratings of unknown items for the target
users [3–5]. It should be noted that, the nearest neighbors of
the target users are typically the users whose preferences are
most correlated to the preferences of the target users. On the
other hand, model-based CF methods use historical ratings
of the users to construct a model. Then, this constructed
model can be used to predict unknown ratings for the target
users [6]. Another type of recommendation methods is
content-based technique which provides suggestions based
on the items that are similar to the ones the target users
have shown a preference for in the past rather than on the
preferences of other users [7, 8]. The characteristics of the
CF and content-based methods can be combined as hybrid
methods to overcome certain limitations of these two types
of recommendation methods [9, 10].

Social recommendation systems have been proposed
based on social information among users which can be
provided as different relations including friendship, trust,
distrust, etc. The social relations are mainly classified
into two types including explicit and implicit. The explicit
relations are explicitly established by users which can be
represented as a matrix to use in recommendation process
[11–13]. An example of users’ social relations is shown in
Fig. 1 which it is assumed that the values of social relations

u1

0.8 
u2

u3 u4

0.5 

0.2 

0.6 

0.3 0.9 
0.1 0.4 

Fig. 1 An example of social relations among the users

can be established between 0 and 1. It should be noted
that, the values of social relations are not symmetric in
general [14]. Therefore, the value of relation between u1

and u2 may not be as the same value of relation between
u2 and u1. The social relations in Fig. 1 can be represented
as a user-user social relations matrix which is shown in
Table 2. The implicit relations among the users can be
calculated implicitly based on historical ratings of the users
about existing items in the system. These implicit relations
can improve the performance of the social recommendation
systems for the condition that the users are not established
explicit social relations [15, 16].

CF-based recommendation methods suffer from several
limitations and challenges due to traditional emphasis on
calculating similarity values between the users. Therefore,
these methods cannot provide suitable recommendations for
the users who have insufficient ratings (i.e. cold start users)
[17, 18]. In real applications, the users rate only a few num-
ber of items among a large number of choices available in
the systems. The CF-based methods have a low performance
about the cold start users because they cannot calculate the
similarity values for this type of users, accurately. Social
recommendation systems can improve the performance of
the CF-based methods through incorporating social rela-
tions among the users into recommendation process. The
main idea of these methods is to use additional information
such as trust and friendship relations among the users to pre-
dict unknown ratings for the target users. In the systems, it is
assumed that the preferences of the target users are likely to
be similar to other users who have social relations with the
target users [19–21]. However, the social relations among
the users may not be enough to find nearest neighbors of
the users. To this end, in addition to social relations, these
systems use historical ratings assigned to items to provide
suggestions for the users. Therefore, insufficient ratings
for the users lead to reduce the performance of these sys-
tems in predicting unseen items. In other words, social
recommendation systems cannot calculate reliable similar-
ity values between the users who have insufficient ratings.
Moreover, diversity and novelty of recommendations are
important issues to increase the satisfaction of users in
social recommendation systems.

Motivated by the above points and limitations, the
main objective of this paper is to develop a novel social

Table 2 An example of user-user social relations matrix

u1 u2 u3 u4

u1 1 0.5 - 0.4

u2 0.8 1 - -

u3 0.9 0.1 1 0.6

u4 - 0.3 0.2 1
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recommendation system based on reliable virtual ratings.
To this end, a probabilistic method is used to calculate
minimum number of required ratings for the users to
have reliable predictions. Then, a novel mechanism is
proposed to calculate virtual ratings and incorporate them
into historical ratings of the users who have insufficient
ratings. These virtual ratings are calculated based on
users’ reputation and clustering models. A noise detection
mechanism is used in the proposed method to detect noisy
virtual ratings and prevent them from adding to historical
ratings of the users. Moreover, a selection mechanism is
proposed to select a suitable subset of virtual ratings for the
users which is based on the reliability, diversity and novelty
of items. Therefore, the proposed method can improve the
performance of social recommendation systems especially
about the users with insufficient historical ratings.

The main contributions of the paper are summarized as
follows:

• Evaluating the reliability of historical ratings provided
by users in predicting unseen items is considered in this
paper. To this end, a probabilistic model is applied to
calculate the minimum number of required ratings for
each user to have a reliable prediction.

• Improving the performance of the historical ratings
is considered based on three important measures
including reliability, diversity and novelty. For this
purpose, a novel method is proposed to calculate virtual
ratings based on reputation and clustering models.
Moreover, a novel mechanism is proposed to select
virtual ratings with considering reliability, diversity and
novelty measures.

• Several experiments are performed to evaluate the
performance of the proposed method in comparison
with other state-of-the-art recommendation methods.
The experiments results show that the proposed method
significantly outperforms other methods based on
different evaluation measures.

The rest of this paper is organized as follows. In Section 2, a
brief description about the related works is presented. Section 3
presents the details of the proposed social recommendation
method. Experimental results and performance comparisons
between the proposed method and other recommendation
methods are demonstrated in Section 4. Finally, Section 5
presents some important concluding remarks.

2 Related work

Several social recommendation systems have been proposed
in the literature, which use social relations among users
as additional information in recommendation process [15,
22–25]. In [23], a user model is proposed based on trust

and distrust networks to identify trustworthy users and
provide useful recommendations for cold start new users.
An implicit social recommendation systems is proposed
in [15] which is based on applying a new source of data
to personalized recommendations by mining the short text
posts of the users’ friends. In [26], a graph-based method
is proposed for social recommendations based on hyper
edge and transitive closure. To this end, user-user and user-
item connections are represented in the form of matrices
to calculate the trust values between the users. Wu et al.
[19] proposed a recommendation method for social media
systems based on exploiting multi-sourced information to
provide recommendations for the users. The main idea of
the method is based on this assumption that the users’
decisions on adopting item are affected both by their tastes
and the favors of trusted friends. In [27], a social-based
method is proposed for group recommendation systems
in the tourism domain. For this purpose, a group profile
is constructed by analyzing not only users’ preferences,
but also the social relations between members of a group.
In [14], a recommendation approach is proposed which
is based on collecting information from several social
networking and social media platforms. A consolidated
repository is formed based on the collected data that may
become a valuable source for researchers. In [11], a fuzzy
and argumentation based trust model is proposed which is
also integrated within the practical reasoning of agents in
the multi-agent recommendation systems.

Jamali et al. [28] proposed a model-based recommenda-
tion method in social networks by using matrix factorization
techniques. To this end, the mechanism of trust propagation
is incorporated into the model to provide more accurate rec-
ommendations for the users. In [25], a trust-based matrix
factorization method is proposed to alleviate data sparsity
and cold start problems in the recommendation systems.
The main idea of the method is to use the explicit trust
and also the implicit influence of both ratings and trust into
recommendation process. In [29], a novel confidence-based
recommendation method is proposed which uses four differ-
ent confidence models with combining trust and certainty.
These confidence models can derive the users’ and items’
confidence values from both of the local and global perspec-
tives. A trust-based recommendation system is proposed in
[30] for peer production services. In this method, the qual-
ity and veracity of peer production services are assessed
by trust computing. Moreover, two fuzzy logic applications
are used to support the decision of service choice. In [24],
the authors proposed an ontology to describe trust relations
among the users using fuzzy linguistic modeling. Then,
these described trust relations are used to generate recom-
mendations for the users. Ma et al. [31] introduced a factor
analysis approach based on probabilistic matrix factoriza-
tion to solve the data sparsity and poor prediction accuracy
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problems by employing both users’ social network infor-
mation and rating records. In [21], a model is proposed to
provide personalized recommendations in social networks
which is based on factors such as direct and indirect trust
among the users, a mechanism for trust propagation, and
user similarity.

Diversity and novelty are two important measures
used in recommendation systems which can increase
the satisfaction of users about provided suggestions.
Therefore, several recommendation methods have been
proposed in the literature to consider the diversity and
novelty of recommendations [32–35]. In [36], a novel
recommendation method is proposed which focuses on
modeling user propensity toward selecting diverse items
for users. To this end, the diversity measure is calculated
using content-based item attributes. Moreover, an approach
is proposed to re-arrange provided recommendation lists
with the aim of fostering diversity in the final ranking.
Gogna et al. [37] proposed a single stage optimization
based solution to improve the diversity measure while
maintaining acceptable levels of accuracy. For this purpose,
additional diversity enhancing constraints are incorporated
into matrix factorization based recommendation methods.
A novel diversity-optimization method is proposed in [38]
which is based on a time-sensitive semantic cover tree.
To this end, a construction algorithm is defined for the
proposed semantic tree model and then two supplement
algorithms are considered to obtain a complete diversified
recommendations list.

Hernando et al. [39] introduced the idea of incorporating
a reliability measurement into the predictions made by
collaborative filtering based recommendation systems. To
this end, a general reliability measure is proposed which
is suitable for any arbitrary recommendation system. In
[40], a reliability measure is proposed which is based
on the combination of trust relations among the users
and also historical ratings of the users. This reliability
measure is used to improve the performance of the trust
networks in predicting unseen items through removing
the users with low reliability among the selected nearest
neighbors. In [41], the uncertainty of predictions is
calculated which is based on two factors including posterior
rating distribution and confidence level of predicted ratings
to improve the accuracy of recommendations. A trust-based
recommendation method is proposed in [42] which is based
on merging the ratings of a user’s trusted neighbors to
complement and represent the preferences of the user. The
quality of the merged ratings is evaluated using a confidence
metric which is based on a positive and a negative factor. It
is shown that, this method can improve the performance of
social recommendation systems especially about cold start
users. In [43], a probabilistic model is proposed to calculate
the minimum number of required ratings for the products

to produce reliable indicators on their qualities. Moreover,
the effects of users’ misbehavior are considered to evaluate
the quality of a product and also the maximum fraction of
misbehaving users that a rating suggestion rule can tolerate
is derived in this method.

3 Proposedmethod

This section presents a novel social recommendation system
based on reliable virtual ratings which is called SoRVR. The
proposed method consists of five main steps. In the first
step, the minimum number of ratings to predict unseen items
with high reliability is calculated for each user based on a
probabilistic method [43]. Then, in the second step a novel
method is considered to calculate virtual ratings based on
users’ clustering and reputation models. In the third step,
a noisy ratings detection mechanism [44] is used to detect
noisy virtual ratings and prevent them from adding into
historical ratings of users. In the fourth step, a selection
mechanism is proposed to select a suitable subset of virtual
ratings based on the reliability, diversity and novelty of
items. Then, the selected virtual ratings can be added
into historical ratings of users with insufficient number of
ratings. Finally, the similarity values between the users can
be calculated based on the improved historical ratings of
users and then the ratings of unseen items can be predicted
to suggest some relevant items as recommendation lists to
users. The overall steps of the proposed method are shown
in Fig. 2. In addition, the detailed discussions about the
proposed method are presented in the following subsections.

3.1 Calculatingminimum number of ratings

In this step, a probabilistic method is used to calculate
the minimum number of required ratings for users to have
predictions with high reliability. Suppose I is the set of
items and U is the set of users in a recommender system.
The ratings of items provided by the users can be selected
from a set of minR, . . . , maxR which minR and maxR are
the minimum and maximum of ratings in the recommender
system, respectively. Let Iu be a set of ratings provided by
user u for the items and nu,r be the number of ratings for
user u that are of rating level r ∈ {minR, . . . , maxR}.
Therefore, user u can provide a rating r with probability
αu,r which is defined as follows:

αu,r = Pr [Iu,i = r] = nu,r

|Iu| (1)

where, u = 1, . . . , |U | and i = 1, . . . , |Iu|
Suppose lu be the true rating provided by user u which

can be calculated using the majority rule as lu = {αu,r}. The
main purpose of the method is to calculate the minimum
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Social
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Fig. 2 Overview of the proposed method

number of ratings needed for user u so that the predicted
rating l̂u reveals the true rating lu with high probability. Let
α̃u = max{αu,r |r �= lu} be the second largest value of αu,r

and n′
u denotes the minimum number of ratings for user u

to have a prediction with high reliability. The value of n′
u is

calculated using the following equation:

n′
u=

(
2(αu,lu + α̃u)(αu,lu −α̃u)

−2−2 + 4(αu,lu − α̃u)
−1

3

)

× ln (maxR − minR)δ−1 (2)

It is proved that if |Iu| ≥ n′
u then Pr [l̂u = lu] ≥ 1 − δ

[43]. In other words, if the number of ratings for user u (i.e.
|Iu|) is at least equal to n′

u, then the predicted rating has the
confidence 1−δ in revealing the true rating. In the proposed

method, we use this mechanism to determine the users who
have insufficient ratings for predicting unseen items with
high reliability. Moreover, an effective method is considered
to improve the performance of rating prediction process by
adding some virtual ratings into historical ratings of the
users with insufficient ratings. Additional details about the
next steps of the proposed method are presented in the
following subsections.

3.2 Virtual rating prediction

The main idea of the proposed method is to improve the
performance of social recommendation systems by incorpo-
rating reliable virtual ratings into rating prediction process.
This mechanism can improve the accuracy of predicted
ratings especially about the users who have insufficient
historical ratings for predicting unseen items with high reli-
ability. The virtual ratings are calculated using two user
models including user clustering and user reputation. The
overall steps of calculating the virtual ratings are presented
in the following subsections.

3.2.1 User clustering

In this section, a graph clustering method is used to group
users into appropriate clusters. To this end, the users’ set are
mapped into a graph G = (V , E, W) which V is the set of
users, E indicates the set of edges between the user pairs,
and W denotes similarity weights between each pair of the
users. The historical ratings of users and their trust relations
are used to calculate the similarity weights between them.
Therefore, Pearson correlation coefficient function is used
to calculate the similarity values between the users based on
their historical ratings as follows:

sim(u,v)=
∑

i∈Au,v
(ri(u)−r̄(u))(ri(v)−r̄(v))√∑

i∈Au,v
(ri(u)−r̄(u))2

√∑
i∈Au,v

(ri(v)−r̄(v))2

(3)

where, ri(u) is the rating of item i provided by user u, r̄(u)

denotes the average of ratings provided by user u, and Au,v

indicates common items which are rated by both of the users
u and v.

On the other hand, the trust relations between the users
are used as social information to calculate the similarity
weights. These trust values can be calculated using (4) as
follows:

Tu,v = dmax − du,v + 1

dmax

(4)

where, du,v denotes the trust propagation distance between
the users u and v [12], and dmax is the maximum allowable
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propagation distance between the users which can be
calculated as follows:

dmax = ln (n)

ln (k)
(5)

where, n and k are the size and the average degree of
the trust networks in a social recommendation system,
respectively [45]

Finally, a combination of the similarity and trust values
between the users is used as the final similarity weights W in
the graph G. These similarity weights are calculated using
(6) as follows:

wu,v =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2×sim(u,v)×Tu,v

sim(u,v)+Tu,v
if sim(u,v)>0 and Tu,v > 0

Tu,v else if sim(u,v)≤0 and Tu,v >0
sim(u, v) else if sim(u,v)>0 and Tu,v ≤0
0 else

(6)

where, sim(u, v) and Tu,v are the similarity value and
the trust value between the users u and v which can be
calculated using (3) and (4), respectively.

After mapping the users’ set into the graph G, the user
clustering algorithm can be applied on the graph to find
appropriate clusters of the users. This algorithm consists of
two main steps which are shown in Fig. 3 (i.e. Algorithm 1).
In the first step, a graph-based approach is used to find the
sparsest subgraph for using as the initial centers set of the
clusters [46]. To this end, the density of graph G (i.e. ρ(G))

is calculated. The density of a subgraph S ⊆ V can be
calculated as follows:

ρ(S) =
∑

e∈E(S) we

|S| (7)

where, E(S) is the edges set of subgraph S and we denotes
the weight of edge e. Then, the candidate nodes Ã(S) which
can be removed from the graph are identified based on
their weighted degrees using a threshold value. A portion of

ε
1+ε

× |Ã(S)| selected nodes with highest weighted degrees
is removed from the candidate list. The weighted degree of
node i ∈ S is calculated using (8):

wdS(i) =
∑

eij ∈E(S)
weij

(8)

where, eij denotes the edge between nodes i and j , and weij

is the weight of edge eij . The algorithm proceeds on the
remaining graph if the resulted subgraph is non-empty. It
should be noted that, the algorithm guarantees that the final
subgraph contains at least k nodes. The main purpose of this
step is to find a subgraph with minimum density which leads
to form the centers set with maximum distances between
them and it can be used as initial centers set of the clustering
algorithm.

In the second step of the clustering algorithm, an iterative
process is applied on the initial centers set to find final

centers set for the clusters. To this end, each user is
assigned to the nearest cluster center based on the initial
centers set (i.e. S̃) which is formed by the first step of the
clustering algorithm. Then, the new centers of the clusters
are determined using an iterative process based on lines 2.5-
2.6 of algorithm 1. In addition, those of the clusters whose
associated members are less than a threshold value (i.e.
m) will be merged with the other clusters to form clusters
with higher performance. This merging process is necessary
because the clusters with a small number of users may
lead to reduction of rating prediction accuracy. Finally, the
resulted clusters are used as final clusters of the users.

3.2.2 User reputation

In this section, a new model is proposed to calculate
reputation values of the users. Two types of information
including historical ratings and social relations of the users
are used to calculate this reputation model. The proposed
user reputation model is used to measure the influences
of the users in predicting virtual ratings. In other words,
the users who have high reputation values can affect more
than the users with lower reputation values on predicting
the virtual ratings. To this end, the well-known PageRank
algorithm [47] is used to calculate the user reputation model
based on social relations (i.e. trust statements). The main
idea of this method is that the users who trusted by a
large number of trusted users have a higher value of the
reputation. A recursive function is used to calculate the
trust-based reputation value for user u as follows:

T Ru = ω
1

|U | + (1 − ω)
∑

Tv,u �=0

T Rv

deg(v)
(9)

where, ω is a constant value which is set to ω = 0.15
as suggested by [47], |U | denotes the number of all users
in the system, T Rv is the trust-based reputation value
for user v, Tv,u is the trust value between the users v

and u which can be calculated using (4), and deg(v)

indicates the out degree of user v in his/her trust network.
It should be noted that, a recursive function is presented in
(9) because the reputation value of each user depends on
the reputation values of his/her trusted users. It is proved
that this approach will converge to a unique stationary
distribution without depending on the choice of initialized
vector [48]. Therefore, the initial vector of the reputation
values is randomly initialized by a set of non-negative
values. In addition, the following equation is used as
termination condition of the recursive function:

T R(n) − T R(n−1) = 0 (10)

where, T R(n) and T R(n−1) are the trust-based reputation
vectors of the users in the iterations n and n−1, respectively.
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Fig. 3 Pseudo code of the user clustering algorithm

On the other hand, a method described as user reputation
in [49] is used to calculate the user reputation model based
on historical ratings of the users. The main idea of this
method is to calculate the correlation coefficient between
the historical ratings of users and quality vector of items.
This rating-based reputation model consists of four steps
which are summarized as follows:

Step 1: The initial value for the rating-based reputation of
user u can be calculated using (11) as follows:

RRu = |Iu|
|I | (11)

where, RRu denotes the rating-based reputation value for
user u, |Iu| is the number of ratings provided by user u and
|I | is the number of all items in the system.

Step 2: The quality of item i can be calculated using (12)
as follows:

Qi =
∑

u∈Ui
RRuri(u)∑

u∈Ui
RRu

(12)

where, Ui is the set of users who rated item i, and ri(u) is
the rating of item i provided by user u
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Step 3: The Pearson coefficient function is used to calculate
correlation value between user u and quality vector of
items as follows:

Cu =
∑

i∈Iu
(ri(u) − r̄(u))(Qi − Q̄u)√∑

i∈Iu
(ri(u) − r̄(u))2

√
(Qi − Q̄u)2

(13)

where, r̄(u) is the average of ratings provided by user u, Iu

is a set of items that have ratings given by user u, and Q̄u

is the average value of qualities for all items rated by user
u. The range of rating-based reputation value for user u is
bounded into [0,1] using the following equation:

RRu = Cu + 1

2
(14)

Step 4: The algorithm is iterated using steps 2 and 3 until
the results satisfy the following termination condition:

1

|I |
∑|I |

i=1
|Q(n)

i − Q
(n−1)
i | ≤ ε (15)

where, |I | is the number of all items in the system, Q
(n)
i is

the quality of item i in iteration n, and ε is a constant value
which is set to ε = 10−6 as suggested by [49].

Finally, a novel user reputation model is proposed which
is based on combination of the rating-based and trust-based
reputation models. To this end, we use the harmonic mean
of the rating-based and trust-based reputations to combine
these models into a final user reputation model as follows:

CRu = 2 × T Ru × RRu

T Ru + RRu

(16)

where, CRu is the proposed reputation model for user u,
T Ru and RRu are the trust-based and rating-based reputa-
tion values for user u which can be calculated using (9) and
(14), respectively.

3.2.3 Prediction

In this section, the calculated user clustering and reputation
models are used to predict some virtual ratings for users. To
this end, the user clustering model is used to select some
items for a specific user u which are rated by the users who
exist in cluster of user u. Let Iu be the set of items which
are rated by user u and ICu be the set of items which are
rated by the users who exist in cluster of user u. The main
idea of this mechanism is to select relevant items for each
user to calculate virtual ratings based on the preferences
of neighbors in his/her cluster. It should be noted that, the
historical ratings of users (i.e. Iu) are used without any
changes as real ratings in predicting process. Therefore,
the set of items which is selected to calculate their virtual
ratings is I ′

u = ICu − Iu. The user reputation model is used
to calculate the virtual ratings for determining the effect of

each user on predicting virtual ratings. The virtual rating of
item i ∈ I ′

u for user u can be calculated as follows:

V Ri(u) =
∑

v∈Cui
,v �=uCRvri(v)∑

v∈Cui
,v �=uCRv

(17)

where, Cui
is the set of users in cluster of user u that have a

rating for item i, CRv denotes the user reputation value for
user v which is calculated using (16), and ri(v) is the rating
of item i provided by user v

3.3 Noisy virtual rating detection

In this step, a noise detection method is used to detect noisy
virtual ratings and prevent them from adding into historical
ratings of users. This step is necessary for the proposed
method because incorporating noisy virtual ratings into
historical ratings of users leads to reduce the performance
of rating prediction process. To this end, each rating ri(u)

for user u and item i is classified according its value into
three classes including Weak if ri(u) < LB, Average if
LB ≤ ri(u) < UB, and Strong if ri(u) ≥ UB which LB

and UB are constant values for the lower bound and upper
bound of ratings, respectively. These constant values can be
calculated as follows [44]:

LB = minR + round(
1

3
× (maxR − minR)) (18)

UB = maxR − round(
1

3
× (maxR − minR)) (19)

where, minR and maxR are the minimum and maximum of
ratings in the recommender system, respectively.

Let Wu, Au, and Su be the sets of ratings provided by user u

with classes of Weak, Average, and Strong, respectively.
In addition, suppose Wi , Ai , and Si are the sets of ratings
assigned to item i with classes of Weak, Average, and
Strong, respectively. Therefore, a user u can be classified
into three classes as follows:

• Critical user: if |Wu| ≥ |Au| + |Su|
• Average user: if |Au| ≥ |Wu| + |Su|
• Benevolent user: if |Su| ≥ |Wu| + |Au|
Moreover, an item i can be classified into three classes as
follows:

• Weakly-preferred: if |Wi | ≥ |Ai | + |Si |
• Averagely-preferred: if |Ai | ≥ |Wi | + |Si |
• Strongly-preferred: if |Si | ≥ |Wi | + |Ai |
Finally, a noise detection mechanism is used which is based
on the above classifications. A virtual rating V Ri(u) for
user u and item i which is calculated using (17) can be
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detected as a noisy rating if one of the following conditions
is satisfied:

• Condition 1: if u is critical, i is weakly-preferred, and
V Ri(u) ≥ LB

• Condition 2: if u is average, i is averagely-preferred,
and (V Ri(u) < LBorV Ri(u) ≥ UB)

• Condition 3: if u is benevolent, i is strongly-preferred,
and V Ri(u) < UB

The detected noisy virtual ratings are removed from the set
of calculated virtual ratings for user u (i.e. I ′

u) in (17).

3.4 Virtual rating selection

In this section, a novel selection mechanism is proposed to
select an appropriate subset of virtual ratings to add into
historical ratings of users. To this end, three different mea-
sures are considered including items’ reliability, diversity
and novelty. The main purpose of this mechanism is to
improve the reliability of virtual ratings and also enhance
the performance of recommendations to users through the
diversity and novelty measures. It should be noted that, a
subset of virtual ratings are determined by the used noise
detection method in Section 3.3. Therefore, the proposed
selection mechanism is applied on this subset of virtual rat-
ings to select final subset of them for adding into historical
ratings of users.

The reliability measure for item i is based on three
different factors as follows:

Factor 1 This factor is based on the number of ratings
which have been assigned to item i. The more ratings for
item i indicate the higher value of reliability. Therefore, this
factor has a positive effect on the reliability value of item i

and is calculated using (20) as follows:

fi(Ii) = 1 − ī

ī + |Ii |
(20)

where, |Ii | denotes the number of ratings which have been
assigned to item i, and ī is the median of the values for |Ii |.

Factor 2 The standard deviation of ratings that have been
assigned to item i is the second factor to calculate the item
reliability measure. A higher value of this factor makes a
lower value for reliability of item i. Therefore, this factor
has a negative effect on the item reliability measure and can
be calculated using a decreasing function as follows:

fsd(stdev(Ii)) = max − stdev(Ii)

max − min
(21)

where, stdev(Ii) denotes the standard deviation of ratings
that have been assigned to item i, max and min are the maxi-
mum and minimum of values for stdev(Ii), respectively.

Factor 3 The summation of user reputation values for the
users who have assigned a rating to item i is the third
factor to calculate item reliability measure. This factor has
a positive effect on the item reliability measure. In other
words, the higher values of this factor lead to increase the
values of item reliability measure. Therefore, this positive
factor can be calculated using (22) as follows:

fc(Ci) = 1 − c̄

c̄ + Ci

(22)

where,

Ci =
∑

u∈Ui

CRu (23)

where, Ui denotes the set of users who have assigned a
rating to item i, CRu is the user reputation value for user u

which can be calculated using (16), and c̄ is the median of
values for Ci .

After calculating the mentioned factors, the final value of
item reliability measure can be calculated as the geometric
average of these factors. The higher values of fi(Ii) and
fc(Ci) as positive factors lead to increase the final value
of reliability measure. In addition, the higher values of
fsd(stdev(Ii)) as a negative factor created lower values for
the item reliability. It should be noted that, the values of
positive factors in (20) and (22) are calculated based on
the median concept to bound these values into the range
of [0,1]. The reliability measure for item i can be defined
based on the geometric average of three calculated factors as
follows:

IRi = [fi(Ii).fsd(stdev(Ii))
fi (Ii ).fc(Ci)

fi (Ii )]
1

1+2fi (Ii )

(24)

It should be noted that, the weight of first factor (i.e. fi(Ii))

is determined as a constant value of 1 in (24) because this
factor is not dependent on any other factors. On the other
hand, the weights of stdev(Ii) and fc(Ci) are determined as
the value of fi(Ii) in (24). Because, the values of stdev(Ii)

and Ci are dependent on the value of |Ii |. In other words, the
higher values of |Ii | lead to increase the values of stdev(Ii)

and Ci , and vice versa.
The second measure which is used in the proposed

selection mechanism is diversity measure of virtual ratings.
The diversity measure is defined based on the internal
differences within the set of items recommended to each
user. Therefore, the aim of using this measure is to improve
the diversity of recommendation lists provided for users by
the recommender system. To this end, the intra-list diversity
measure is used to calculate diversity of each item using (25)
as follows:

Di = 1

|Ia|
∑

j∈Ia

(1 − s(i, j)) (25)
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where, Di is the diversity value of item i for active user a, Ia

denotes the set of items that have been rated by active user
a, and s(i, j) is the similarity value between items i and j

which can be calculated using the cosine similarity function
as follows:

s(i, j) =
∑

u∈Uri(u).rj (u)√∑
u∈Uri(u)2∑

u∈Urj (u)2
(26)

where, U denotes the set of all users in the system, and ri(u)

is the rating of item i provided by user u.
The third measure which is used in the proposed

selection mechanism is the novelty measure of virtual
ratings that indicates the degree of difference between the
items recommended to and known by the user. To this end,
the inverse user frequency (IUF) measure [50] is used to
calculate the novelty value of each item as follows:

Ni = −P(i) log2 P(i) (27)

where, Ni denotes the novelty value of item i, and P(i) is the
probability of item i being drawn from the recommendation
lists which can be calculated using Eq. (28) as follows:

P(i) = |Ii |
|U | (28)

where, |Ii | denotes the number of ratings provided for item
i, and |U | is the number of all users in the system.

Finally, a combination of the items’ reliability, diversity
and novelty measures is calculated as the final measure of
the proposed selection mechanism. To this end, the final
measure of item i is calculated using the harmonic mean
of the item’s reliability, diversity and novelty measures as
follows:

Fi = 3

IR−1
i + D−1

i + N−1
i

(29)

where, IRi , Di , and Ni are the reliability, diversity, and
novelty measures for item i which can be calculated using
(24), (25) and (27), respectively.

The final measure of items (i.e. Fi) is used to select a
subset of virtual ratings for adding into historical ratings
of users. It should be noted that, the minimum number
of required ratings for user u (i.e. n′

u) to have reliable
predictions is calculated using (2). On the other hand, let Iu

be the set of items which are rated by user u. Therefore, the
number of virtual ratings which can be added into historical
ratings of user u is calculated as n′

u − |Iu|. To this end, the
virtual ratings are sorted in descending order based on their
final measures (i.e. Fi). Then, a specified number of virtual
ratings (i.e. n′

u − |Iu|) from the beginning of the sorted
list is selected to add into historical ratings of user u. It
should be noted that, the added virtual ratings for user u are
completely different from her/his historical ratings. In other

words, the real ratings of users in their historical ratings are
not changed or replaced with virtual ratings.

3.5 Recommendation

In this step, the final similarity weights between users can be
calculated using (6) based on the improved historical ratings
of users. Then, a set of nearest neighbors for active user a is
calculated as follows:

Ka = {u ∈ U |wa,u ≥ θ} (30)

where, U is the set of all users in the system, wa,u denotes
the similarity weight between users a and u which is
calculated using (6), and θ is a threshold value for the
similarity weights. In addition, the rating of an unseen item
i for active user a is calculated using (31) as follows:

Pa,i = r̄a +
∑

u∈Ka,i
wa,u(ri(u) − r̄u)∑
u∈Ka,i

wa,u

(31)

where, r̄a denotes the average of ratings for user a, Ka,i

is the set of neighbors for user a who have a rating for
item i, ri(u) is the rating of item i provided by user u,
and wa,u is the similarity weight between users a and u

which is calculated using (6). Finally, a subset of items with
higher ratings is selected for recommending to active user
as a recommendation list. The pseudo code of the proposed
method is represented in Fig. 4 (i.e. Algorithm 2).

4 Experiments

In this section, the performance of the proposed method
(i.e. SoRVR) is evaluated based on three well-known datasets
including Epinions,1 Flixster,2 and FilmTrust.3 To this end, the
proposed method is compared with several recommendation
methods including User-based CF (UCF), Item-based CF
(ICF) [51], SlopeOne [52], SVD++ [53], TARS [12],
SoRec [31], SoReg [54], TrustMF [22], SocialMF [28],
TrustSVD [25], IPG [26], CETrust [21], and 2DGC [55]. In
the proposed method, some parameters need to be initialized
for performing the experiments. The parameter δ is used in
(2) which is set to δ = 0.4 for the FilmTrust dataset and
δ = 0.3 for the Epinions and Flixster datasets. Moreover,
the parameter θ is a threshold value in (30) to calculate
nearest neighbors of users which is set to θ = 0.6 for the
Epinions, Flixster, and FilmTrust datasets. In the user clus-
tering method (i.e. Algorithm 1), three parameters are used
including k, ε, and m. The parameters k and ε are respec-
tively set to k = 5 and ε = 1 for all of the used datasets as

1http://www.trustlet.org/datasets/download epinions.
2http://www.cs.sfu.ca/∼sja25/personal/datasets/
3http://trust.mindswap.org/FilmTrust.
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Fig. 4 Pseudo code of the proposed method

default values which give acceptable results. In addition, the
parameter m is set to m = 40 for the Epinions dataset and
m = 30 for the Flixster and FilmTrust datasets. In all of the
experiments, the 5-fold cross validation method is used to
evaluate the recommendation methods. Finally, the parame-
ters of the other recommendation methods are set based on
the optimal values which are reported in their corresponding
papers to make a fair comparison with the proposed method.

4.1 Datasets

In the experiments, the Epinions, Flixster, and FilmTrust
datasets are used to compare the proposed method with

other recommendation methods. In the Epinions dataset, the
opinions of users about existing items are used as numerical
ratings in the range of 1 (min) to 5 (max). In addition, the
Epinions dataset includes 49,290 users who rated at least
once among 139,738 items. The trust relations among the
users are used as social information in the Epinions dataset
which the values of them are 0 or 1. On the other hand, the
Flixster and FilmTrust datasets contain the ratings of users
about existing items in the range of 0.5 (min) to 4.0 (max)
with step 0.5. Moreover, the friend relationships and link
information among the users are used as social information
in the Flixster and FilmTrust datasets, respectively. There
are 1,986 users, 2,071 items, and 35,497 ratings in the
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Table 3 The statistics of the evaluation datasets

Dataset #Users #Items #Ratings #Trust Sparsity (%)

Epinions 10K 117K 385K 288K 99.97

Flixster 10K 6K 55K 89K 99.92

FilmTrust 1986 2071 35,497 1853 99.14

FilmTrust dataset. Moreover, two subsets of the Epinions
and Flixster datasets are randomly sampled for simplicity
by selecting 10K users with their corresponding ratings and
trust statements. The statistics of the evaluation datasets is
presented in Table 3.

4.2 Evaluationmeasures

To compare the proposed method with other recommenda-
tion methods, several evaluation measures are used in the
experiments including mean absolute error (MAE), diver-
sity, novelty, precision, recall, and F1 measures. The MAE
measure is used to calculate the accuracy of the recommen-
dation method in predicting unseen items and can be defined
as follows:

MAE =
∑n

i=1 |ri − pi |
n

(32)

where, ri and pi are respectively the real and predicted
ratings of item i, and n is the total number of ratings in the
test set. The lower value of the MAE measure shows a better
performance for the recommendation methods.

Another measure which is used to evaluate the recom-
mendation methods is the diversity measure. This measure
refers to the differences between items which are suggested
to a target user as recommendations list. To this end, the
intra-list diversity is used to calculate the diversity measure
as (33) [34]:

Diversity =
∑|U |

u=1 diversityu

|U | (33)

where,

diversityu = 1

|Lu|(|Lu|−1)

∑
i∈Lu

∑
j∈Lu,j �=i

[1−s(i,j)]
(34)

and U denotes the set of all users in the system, Lu is the
recommendations list for user u, and s(i, j) is the cosine
similarity between items i and j which can be calculated
using (26). The novelty measure of a target item refers to the
difference between it and other items which are previously
experienced by the active user. To this end, the novelty
measure can be calculated based on Shannon entropy [56]
as follows:

Novelty = −
∑

i∈I
p(i|s) log2 p(i|s) (35)

where, p(i|s) refers to the probability of item i being drawn
from the recommendation lists of users generated by system
s. Therefore, (36) can be used to calculate this probability
value as follows:

p(i|s) = |{u ∈ U |i ∈ Lu}|∑
j∈I |{u ∈ U |j ∈ Lu}| (36)

where, U and I are respectively the set of users and items
in the system, and Lu denotes the recommendations list for
user u.

Furthermore, the precision and recall measures can be
used as exactness and completeness of the recommendation
methods. To this end, the recommendation methods
are trained based on training set and then a set of
recommendations (i.e. L) is provided for each user based on
predicted ratings of test set. Also, the items which appear in
both of the recommendations and test sets are members of
a special set called the hit set [57]. Therefore, the precision
measure can be defined as the ratio of the hit set size to
the recommendations set size and the recall measure can be
defined as the ratio of hit set size to the test set size. The
following equations can be used to calculate the precision
and recall measures:

Precision = |test ∩ L|
|L| (37)

Recall = |test ∩ L|
|test | (38)

Finally, the harmonic mean of the precision and recall
measures can be calculated as F1 measure using (39):

F1 = 2 × Precision × Recall

P recision + Recall
(39)

4.3 Results

In this section, the results of experiments are reported based
on the used datasets and calculated evaluation measures.
To this end, two different views of data including all users
and cold start users (i.e. the users with less than five
ratings) are used to compare the proposed method with
the other recommendation methods. Table 4 shows the
results of experiments based on the MAE measure for all of
the Epinions, Flixster, and FilmTrust datasets. The results
indicate that the proposed method obtains the best MAE
value for both of the all users and cold start users’ views
based on the Epinions dataset. The MAE values for the
proposed method are 0.561 and 0.605 for the all users and
cold start users, respectively. The IPG method obtains the
second best MAE value for the all users which its value is
0.781. Moreover, the second best result for MAE measure
is obtained by the TrustSVD method for the cold start users
which its value is 0.825. Therefore, it can be concluded
that the proposed method significantly outperforms other
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Table 4 Experiment results on
the Epinions, Flixster, and
FilmTrust datasets for MAE
measure

Algorithms All users Cold users

Epinions Flixster FilmTrust Epinions Flixster FilmTrust

UCF 0.865 0.956 0.703 1.063 1.213 0.744

ICF 0.824 0.912 0.698 1.102 1.268 0.786

SlopeOne 0.815 0.908 0.632 0.894 0.942 0.676

SVD+ + 0.807 0.781 0.611 0.881 0.846 0.677

TARS 0.826 0.873 0.763 0.864 0.952 0.827

SoRec 0.874 0.735 0.628 0.832 0.863 0.670

SoReg 0.926 0.762 0.668 1.104 0.937 0.771

TrustMF 0.804 0.864 0.631 0.835 0.891 0.674

SocialMF 0.813 0.756 0.638 0.846 0.877 0.680

TrustSVD 0.786 0.719 0.607 0.825 0.823 0.661

IPG 0.781 0.735 0.684 0.839 0.862 0.726

CETrust 0.812 0.657 0.626 0.851 0.796 0.653

2DGC 0.796 0.725 0.659 0.838 0.864 0.288

SoRVR 0.561 0.586 0.513 0.605 0.728 0.594

The best results are presented in boldface

methods based on the MAE measure for the all users and
cold start users. Moreover, the performance of the proposed
method is better than other methods based on the MAE
measure for the Flixster dataset. For example, the MAE
value of the proposed method is 0.586 for the all users while
the MAE value of the second best method (i.e. CETrust)
is 0.657. The results demonstrate that the proposed method
has the best and second best results based on the FilmTrust
dataset for the all users and cold start users, respectively.
The 2DGC method obtains the best MAE value for the cold
start users based on the FilmTrust dataset. The MAE value
of the proposed method is 0.594 for the cold start users
while the MAE value of the 2DGC method is 0.288. On
the other hand, the MAE values for the proposed method
and the 2DGC method based on the all users are 0.513 and
0.659, respectively.

Moreover, several experiments are performed to compare
the proposed method with the other recommendation
methods based on the diversity and novelty measures.
Tables 5-7 report the results of performed experiments based
on the diversity and novelty measures for all users view
and also different lengths of recommendation lists (i.e. L =
5, 10, 15). The results of experiments based on the diversity
and novelty measures for the Epinions dataset are shown
in Table 5. These results indicate that the proposed method
outperforms the other recommendation methods based on
both of the diversity and novelty measures and also different
lengths of recommendation lists. The values of diversity
measure for the proposed method are 0.564, 0.612, and
0.657 for L = 5, L = 10, and L = 15, respectively. In
these cases, the proposed method obtains the best results.

The second best results based on the diversity measure are
0.479, 0.508, and 0.523 for L = 5, L = 10, and L = 15,
respectively. Moreover, the novelty values of the proposed
method are 8.973, 9.215, and 9.479 for L = 5, L = 10,
and L = 15, respectively. The 2DGC method obtains the
second best results based on the novelty measure for all of
the recommendations list lengths. The novelty values of the
2DGC method are 7.923, 8.104, and 8.217 for L = 5, L =
10, and L = 15, respectively. These results demonstrate
that the proposed method can significantly outperform other
recommendation methods in terms of the diversity and
novelty measures. It can be seen from the results that the
values of diversity and novelty measures for the proposed
method increase when the lengths of recommendation lists
are increased. Therefore, the length of recommendations list
has a positive effect on the diversity and novelty measures
of the proposed method.

The results of experiments for the diversity and novelty
measures based on the Flixster dataset are represented in
Table 6. As you can see from the results, the proposed
method significantly outperforms other recommendation
methods in terms of the diversity and novelty measures.
The diversity values of the proposed method are 0.475,
0.486, and 0.498 for different recommendations list lengths.
Moreover, the novelty values of the proposed method are
5.927, 6.458, and 6.873 for different recommendations list
lengths. The 2DGC method obtains the second best results
based on the both diversity and novelty measures for all of
the recommendations list lengths. The diversity values of
the 2DGC method are 0.382, 0.407, and 0.441 for L = 5,
L = 10, and L = 15, respectively. On the other hand,
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Table 5 Experiment results on
the Epinions dataset for
Diversity and Novelty
measures of all users and
different lengths of
recommendations list (L)

Algorithms L=5 L=10 L=15

Diversity Novelty Diversity Novelty Diversity Novelty

UCF 0.379 6.545 0.386 6.671 0.392 6.815

ICF 0.382 6.728 0.394 6.861 0.405 6.981

SlopeOne 0.414 6.925 0.417 6.936 0.423 6.942

SVD+ + 0.418 6.936 0.422 6.951 0.424 6.957

TARS 0.401 6.906 0.415 7.068 0.419 7.127

SoRec 0.413 6.917 0.415 6.935 0.421 6.942

SoReg 0.421 6.965 0.425 6.973 0.428 6.982

TrustMF 0.426 7.105 0.435 7.236 0.439 7.354

SocialMF 0.437 7.334 0.441 7.459 0.445 7.612

TrustSVD 0.473 7.894 0.482 7.968 0.493 8.027

IPG 0.415 7.025 0.423 7.218 0.431 7.462

CETrust 0.454 7.219 0.467 7.382 0.481 7.497

2DGC 0.479 7.923 0.508 8.104 0.523 8.217

SoRVR 0.564 8.973 0.612 9.215 0.657 9.479

The best results are presented in boldface

the novelty values of the 2DGC method are 5.314, 5.873,
and 6.109 for L = 5, L = 10, and L = 15, respectively.
The results indicate that the diversity and novelty values
increase when the lengths of the recommendations list are
increased. Therefore, it can be concluded that the higher
values of the recommendations list lengths lead to improve
the performance of the proposed method based on the
diversity and novelty measures. Table 7 shows the results
of experiments for the diversity and novelty measures based
on the FilmTrust dataset. It can be seen from the results that

the proposed method obtains the best diversity and novelty
values for all of the used recommendations list lengths in
comparison with the other recommendation methods. The
2DGC is the second best method based on the diversity
measure for different lengths of the recommendations list.
Moreover, the CETrust method obtains the second best
novelty values for L = 5 and L = 15 while the IPG
method obtains the second best novelty value for L = 10.
The higher values of the recommendations list lengths lead
to increase the novelty values of the proposed method.

Table 6 Experiment results on
the Flixster dataset for
Diversity and Novelty
measures of all users and
different lengths of
recommendations list (L)

Algorithms L=5 L=10 L=15

Diversity Novelty Diversity Novelty Diversity Novelty

UCF 0.221 4.203 0.236 4.354 0.258 4.623

ICF 0.243 4.486 0.262 4.784 0.287 4.913

SlopeOne 0.268 4.983 0.282 5.156 0.298 5.324

SVD+ + 0.271 4.992 0.287 5.178 0.305 5.428

TARS 0.265 4.979 0.283 5.230 0.301 5.472

SoRec 0.276 4.995 0.293 5.214 0.314 5.396

SoReg 0.282 4.997 0.295 5.247 0.319 5.468

TrustMF 0.291 5.011 0.302 5.312 0.331 5.593

SocialMF 0.309 5.105 0.318 5.394 0.352 5.638

TrustSVD 0.358 5.237 0.374 5.689 0.412 5.927

IPG 0.337 5.114 0.352 5.476 0.395 5.819

CETrust 0.375 5.283 0.391 5.786 0.437 6.014

2DGC 0.382 5.314 0.407 5.873 0.441 6.109

SoRVR 0.475 5.927 0.486 6.458 0.498 6.873

The best results are presented in boldface

Author's personal copy



Incorporating reliable virtual ratings into social recommendation systems

Table 7 Experiment results on
the FilmTrust dataset for
Diversity and Novelty
measures of all users and
different lengths of
recommendations list (L)

Algorithms L=5 L=10 L=15

Diversity Novelty Diversity Novelty Diversity Novelty

UCF 0.201 4.267 0.187 4.378 0.176 4.397

ICF 0.214 4.624 0.198 4.748 0.184 4.813

SlopeOne 0.228 4.889 0.212 4.893 0.198 4.896

SVD+ + 0.231 4.897 0.227 4.921 0.224 4.943

TARS 0.222 4.979 0.219 5.043 0.211 5.084

SoRec 0.235 4.907 0.234 4.935 0.232 4.961

SoReg 0.246 5.032 0.242 5.068 0.235 5.104

TrustMF 0.248 5.217 0.235 5.279 0.227 5.304

SocialMF 0.256 5.358 0.251 5.362 0.246 5.412

TrustSVD 0.271 5.847 0.267 5.897 0.262 5.968

IPG 0.269 5.793 0.265 5.991 0.258 6.013

CETrust 0.263 5.926 0.261 5.983 0.257 6.024

2DGC 0.285 5.714 0.279 5.905 0.268 5.984

SoRVR 0.319 6.451 0.317 6.492 0.314 6.528

The best results are presented in boldface

However, the performance of the proposed method based
on the diversity measure decreases when the length of the
recommendations lists is increased.

The experiments are repeated for the cold start users
based on the diversity and novelty measures and the results
are reported in Table 8 for the Epinions, Flixster, and
FilmTrust datasets. It should be noted that, the length of
recommendation lists is set to 5 (i.e. L = 5) because
the cold start users in the experiments are the users who
have less than 5 ratings. The results indicate that the

proposed method outperforms other methods based on the
diversity and novelty measures for the Epinions dataset.
The obtained results for the proposed method based on the
Epinions dataset are 0.362 and 8.814 for the diversity and
novelty measures, respectively. Moreover, it can be seen
that the proposed method obtains the best results based
on the diversity and novelty measures for the Flixster and
FilmTrust datasets. The diversity values of the proposed
method are 0.335 and 0.098 for the Flixster and FilmTrust
datasets, respectively. In addition, the proposed method

Table 8 Experiment results on
the Epinions, Flixster, and
FilmTrust datasets for
Diversity and Novelty
measures of cold start users:
Length of recommendations
list is equal to 5 (L=5)

Algorithms Epinions Flixster FilmTrust

Diversity Novelty Diversity Novelty Diversity Novelty

UCF 0.209 5.278 0.195 3.259 0.055 3.255

ICF 0.228 5.545 0.209 3.436 0.063 3.369

SlopeOne 0.234 5.625 0.212 3.512 0.061 4.287

SVD+ + 0.239 5.718 0.218 3.524 0.065 4.316

TARS 0.242 5.912 0.228 3.559 0.069 3.636

SoRec 0.241 5.856 0.231 3.573 0.076 4.346

SoReg 0.245 6.029 0.235 3.611 0.072 4.285

TrustMF 0.247 6.243 0.245 3.712 0.075 4.124

SocialMF 0.253 6.489 0.263 3.768 0.079 4.318

TrustSVD 0.289 7.125 0.296 3.976 0.084 4.956

IPG 0.257 7.059 0.274 3.914 0.078 4.223

CETrust 0.249 6.713 0.278 3.815 0.082 4.694

2DGC 0.262 7.352 0.286 4.012 0.081 4.857

SoRVR 0.362 8.814 0.335 4.713 0.098 5.627

The best results are presented in boldface
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Table 9 Experiment results on
the Epinions dataset for
Precision, Recall, and F1
measures of all users and
different lengths of
recommendations list (L)

Algorithms Precision Recall F1

L=5 L=10 L=15 L=5 L=10 L=15 L=5 L=10 L=15

UCF 0.104 0.045 0.041 0.148 0.195 0.215 0.122 0.074 0.069

ICF 0.126 0.044 0.041 0.174 0.245 0.253 0.146 0.075 0.071

SlopeOne 0.107 0.052 0.023 0.170 0.223 0.238 0.131 0.085 0.043

SVD+ + 0.142 0.076 0.053 0.213 0.254 0.287 0.170 0.116 0.089

TARS 0.146 0.078 0.061 0.234 0.263 0.284 0.179 0.120 0.100

SoRec 0.182 0.089 0.074 0.350 0.361 0.392 0.239 0.142 0.124

SoReg 0.188 0.093 0.086 0.381 0.397 0.401 0.251 0.150 0.141

TrustMF 0.253 0.231 0.204 0.489 0.497 0.543 0.333 0.315 0.296

SocialMF 0.298 0.283 0.265 0.512 0.572 0.596 0.376 0.378 0.366

TrustSVD 0.367 0.352 0.324 0.548 0.597 0.613 0.439 0.442 0.423

IPG 0.346 0.327 0.309 0.538 0.572 0.604 0.421 0.416 0.409

CETrust 0.337 0.319 0.281 0.497 0.536 0.581 0.402 0.399 0.379

2DGC 0.354 0.342 0.317 0.529 0.581 0.608 0.424 0.431 0.417

SoRVR 0.439 0.412 0.398 0.635 0.672 0.722 0.519 0.511 0.513

The best results are presented in boldface

obtains the novelty values 4.713 and 5.627 for the Flixster
and FilmTrust datasets, respectively. The TrustSVD method
obtains the second best results for the diversity measure
based on all of the used datasets. The values of the diversity
measure for the TrustSVD method are 0.289, 0.296, and
0.084 based on the Epinions, Flixster, and FilmTrust
datasets, respectively. Moreover, the 2DGC method obtains
the second best values for the novelty measure based on
the Epinions and Flixster datasets. The novelty values of
the 2DGC method are 7.352 and 4.012 for the Epinions
and Flixster datasets, respectively. Moreover, the TrustSVD

method obtains the second best result for the novelty
measure based on the FilmTrust dataset. It can be concluded
from the results of Table 8 that the proposed method can
obtain better diversity and novelty values in comparison
with other recommendation methods for the cold start
users. Therefore, the proposed method can alleviate the cold
start problem in the recommendation systems based on the
diversity and novelty measures.

Tables 9–11 report the results of experiments based on
the precision, recall, and F1 measures for all users’ views
and also different lengths of recommendation lists. The

Table 10 Experiment results
on the Flixster dataset for
Precision, Recall, and F1
measures of all users and
different lengths of
recommendations list (L)

Algorithms Precision Recall F1

L=5 L=10 L=15 L=5 L=10 L=15 L=5 L=10 L=15

UCF 0.321 0.262 0.214 0.402 0.422 0.465 0.356 0.323 0.293

ICF 0.354 0.241 0.205 0.439 0.473 0.498 0.391 0.319 0.290

SlopeOne 0.327 0.274 0.229 0.425 0.461 0.496 0.369 0.343 0.313

SVD+ + 0.375 0.291 0.253 0.477 0.489 0.517 0.419 0.364 0.339

TARS 0.406 0.297 0.261 0.493 0.521 0.531 0.445 0.378 0.349

SoRec 0.468 0.304 0.291 0.511 0.576 0.583 0.488 0.397 0.388

SoReg 0.496 0.325 0.305 0.538 0.594 0.598 0.516 0.420 0.403

TrustMF 0.584 0.452 0.438 0.607 0.642 0.681 0.595 0.530 0.533

SocialMF 0.628 0.503 0.487 0.687 0.701 0.724 0.656 0.585 0.582

TrustSVD 0.673 0.531 0.512 0.716 0.754 0.786 0.693 0.623 0.620

IPG 0.679 0.546 0.537 0.723 0.768 0.791 0.700 0.638 0.640

CETrust 0.691 0.567 0.542 0.735 0.786 0.814 0.712 0.659 0.651

2DGC 0.684 0.539 0.521 0.718 0.746 0.765 0.701 0.626 0.619

SoRVR 0.725 0.613 0.581 0.793 0.836 0.875 0.757 0.707 0.698

The best results are presented in boldface
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Table 11 Experiment results
on the FilmTrust dataset for
Precision, Recall, and F1
measures of all users and
different lengths of
recommendations list (L)

Algorithms Precision Recall F1

L=5 L=10 L=15 L=5 L=10 L=15 L=5 L=10 L=15

UCF 0.409 0.289 0.195 0.428 0.581 0.598 0.418 0.386 0.294

ICF 0.431 0.289 0.203 0.471 0.553 0.563 0.450 0.380 0.299

SlopeOne 0.456 0.282 0.205 0.512 0.599 0.613 0.482 0.383 0.308

SVD+ + 0.440 0.286 0.196 0.464 0.581 0.601 0.451 0.383 0.296

TARS 0.458 0.292 0.208 0.473 0.556 0.589 0.465 0.382 0.307

SoRec 0.489 0.298 0.214 0.506 0.598 0.630 0.497 0.398 0.320

SoReg 0.491 0.301 0.216 0.502 0.601 0.613 0.496 0.401 0.319

TrustMF 0.478 0.284 0.217 0.490 0.592 0.627 0.484 0.384 0.322

SocialMF 0.478 0.315 0.212 0.508 0.634 0.643 0.493 0.421 0.318

TrustSVD 0.471 0.302 0.213 0.517 0.614 0.620 0.493 0.405 0.317

IPG 0.465 0.297 0.226 0.489 0.582 0.615 0.477 0.393 0.331

CETrust 0.483 0.361 0.234 0.505 0.572 0.609 0.494 0.443 0.338

2DGC 0.496 0.375 0.247 0.524 0.628 0.656 0.509 0.469 0.359

SoRVR 0.526 0.416 0.295 0.648 0.691 0.724 0.581 0.519 0.419

The best results are presented in boldface

results of experiments for the Epinions dataset are shown
in Table 9. As you can see from these results, the proposed
method outperforms other recommendation methods in
terms of the precision, recall, and F1 measures for all
of the used recommendations list lengths. The TrustSVD
method obtains the second best results for all of the
precision, recall, and F1 measures and also all of the
recommendations list lengths. For example, the precision
values of the proposed method are 0.439, 0.412, and 0.398
for L = 5, L = 10, and L = 15, respectively.
Moreover, the TrustSVD method obtains the precision
values 0.367, 0.352, and 0.324 for L = 5, L = 10, and
L = 15, respectively. The values of precision measure
for the proposed method decrease when the length of
recommendations list is increased. However, increasing the
length of recommendations list leads to increase the value of
recall measure for the proposed method. Therefore, higher
values for the length of recommendations list have negative
and positive effects on the precision and recall of the
proposed method, respectively. Table 10 shows the results
of experiments based on the Flixster dataset. It can be seen
from the results that the proposed method obtains the best
precision, recall, and F1 values based on different lengths
of the recommendations list. The precision values of the
proposed method are 0.725, 0.613, and 0.581 for L = 5,
L = 10, and L = 15, respectively. The CETrust method
obtains the second best results based on the precision
measure which its values are 0.691, 0.567, and 0.542 for
L = 5, L = 10, and L = 15, respectively. Moreover,
the CETrust is the second best method based on the recall
and F1 measures for all lengths of the recommendations
list. The results of experiments based on the FilmTrust

dataset are shown in Table 11. The results indicate that the
performance of the proposed method is better than other
recommendation methods in terms of the precision, recall,
and F1 measures. The precision values of the proposed
method are 0.526, 0.416, and 0.295 for L = 5, L = 10,
and L = 15, respectively. The 2DGC method obtains the
second best results for the precision measure based on all
lengths of the recommendations list. The obtained precision
values for the 2DGC method are 0.496, 0.375, and 0.247
for L = 5, L = 10, and L = 15, respectively. Therefore,
it can be concluded that the proposed method significantly
outperforms other methods based on the precision measure.
Moreover, the result values of the proposed method based
on the recall measure are 0.648, 0.691, and 0.724 for L = 5,
L = 10, and L = 15, respectively. On the other hand, the
second best results for the recall measure are 0.524, 0.634,
and 0.656 for L = 5, L = 10, and L = 15, respectively. The
precision values of the proposed method decrease when the
lengths of recommendations list (i.e. L) are increased for the
FilmTrust dataset. In addition, higher values for the length
of recommendations list lead to increase the recall values
of the proposed method. The conducted experiments in
Tables 9–11 indicate that the proposed method significantly
improves the quality of recommendations based on the
precision, recall, and F1 measures in comparison with other
methods.

The experiments are repeated for the cold start users view
based on the precision, recall, and F1 measures which the
results are reported in Table 12. It should be noted that, the
length of recommendation lists for the cold start view is set
to 5 because the maximum number of ratings for the cold
start users is equal to 5. The results indicate that the
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Table 12 Experiment results
on the Epinions, Flixster, and
FilmTrust datasets for
Precision, Recall, and F1
measures of cold start users:
Length of recommendations
list is equal to 5 (L = 5)

Algorithms Epinions Flixster FilmTrust

P@5 R@5 F1@5 P@5 R@5 F1@5 P@5 R@5 F1@5

UCF 0.056 0.112 0.074 0.254 0.315 0.281 0.122 0.390 0.186

ICF 0.082 0.149 0.105 0.296 0.376 0.331 0.147 0.416 0.217

SlopeOne 0.067 0.152 0.093 0.271 0.342 0.302 0.159 0.489 0.240

SVD+ + 0.085 0.195 0.118 0.343 0.405 0.371 0.169 0.541 0.257

TARS 0.097 0.201 0.130 0.379 0.436 0.405 0.171 0.449 0.247

SoRec 0.126 0.327 0.181 0.397 0.488 0.437 0.187 0.454 0.265

SoReg 0.159 0.368 0.222 0.435 0.511 0.469 0.193 0.469 0.273

TrustMF 0.198 0.472 0.278 0.571 0.591 0.580 0.215 0.678 0.327

SocialMF 0.215 0.493 0.299 0.594 0.637 0.614 0.223 0.703 0.338

TrustSVD 0.321 0.517 0.396 0.625 0.685 0.653 0.224 0.615 0.328

IPG 0.254 0.462 0.328 0.581 0.628 0.604 0.211 0.572 0.308

CETrust 0.284 0.459 0.351 0.611 0.652 0.631 0.208 0.556 0.303

2DGC 0.317 0.486 0.384 0.619 0.673 0.645 0.246 0.662 0.359

SoRVR 0.386 0.592 0.467 0.674 0.745 0.708 0.308 0.714 0.430

The best results are presented in boldface

proposed method obtains the best precision, recall, and F1
values for the Epinions, Flixster, and FilmTrust datasets.
The TrustSVD is the second best method based on the
Epinions and Flixster datasets for all of the precision, recall,
and F1 measures. As you can see from Table 12, the
values of the precision, recall, and F1 measures based on
the Epinions dataset for the proposed method are 0.386,
0.592, and 0.467, respectively. On the other hand, the
second best results based on the Epinions dataset are
0.321, 0.517, and 0.396 for the precision, recall, and F1
measures, respectively. Moreover, the precision, recall, and
F1 values of the proposed method based on the Flixster
dataset are 0.674, 0.745, and 0.708, respectively. The
TrustSVD method obtains the values 0.625, 0.685, and
0.653 respectively for the precision, recall, and F1 measures

based on the Flixster dataset. It can be concluded that
the proposed method significantly improves the quality of
the recommendations for the cold start users based on the
precision, recall, and F1 measures. Therefore, the proposed
method can be useful to alleviate cold start problem in the
recommendation systems.

The parameter δ is an important parameter for the pro-
posed method which is used in (2) to calculate the minimum
number of required ratings for users. The performance of
the proposed method depends on the value of the parameter
δ. Therefore, several experiments are performed to evalu-
ate the effect of different values of the parameter δ on the
performance of the proposed method based on the used
evaluation measures. Figure 5 shows the results of differ-
ent δ values for the proposed method based on the MAE
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Fig. 5 The effect of parameter δ on the system performance: a MAE for All users, b MAE for Cold users
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measure in the views of all users and cold start users.
As you can see from these results, the value of the MAE
measure increases when the value of the parameter δ is
higher than a specific value. For example, the MAE values
based on the Epinions and Flixster datasets increase for both
of the all users and cold start users when the parameter δ

is higher than 0.3. Moreover, the MAE values based on the
FilmTrust dataset increase when the parameter δ is higher
than 0.4. Therefore, it can be concluded that the higher val-
ues of the parameter δ have a negative effect on the perfor-
mance of the proposed method based on the MAE measure.

Figure 6 shows the results of experiments based on
different δ values for the diversity and novelty measures
in the views of all users and cold start users. The results
indicate that the diversity values for all the users and
cold start users decrease when the value of parameter δ

is increased from 0.1 to 0.9. It can be concluded that the
performance of the proposed method based on the diversity
measure will be reduced with increasing the value of
parameter δ. Therefore, the higher values of the parameter
δ have a negative effect on the diversity measure of the
proposed method for the views of all users and cold start
users. Moreover, the results demonstrate that the novelty

values of the proposed method decrease when the value
of parameter δ is increased for the views of all users and
cold start users. Therefore, the performance of the proposed
method for the novelty measure depends on the value of
the parameter δ. In other words, the higher values of the
parameter δ lead to reduce the quality of recommendations
for the proposed method based on the novelty measure. The
experiments are repeated for the precision, recall and F1
measures and the results are reported in Fig. 7. As you can
see from Fig. 7, the values of the precision measure for
the views of all users and cold start users decrease when
the value of the parameter δ is increased. Therefore, the
higher values of the parameter δ have a negative effect
on the performance of the proposed method based on the
precision measure. In most cases, increasing the value of
the parameter δ from 0.1 to 0.9 leads to decrease the values
of the recall measure for the proposed method. It can be
seen that the F1 values of the proposed method will be
decreased when the value of the parameter δ increases from
0.1 to 0.9. The value of parameter δ is set to δ = 0.3
for the Epinions and Flixster datasets and δ = 0.4 for the
FilmTrust dataset to compare the proposed method with the
other recommendation methods.
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Fig. 6 The effect of parameter δ on the system performance: a diversity for All users, b diversity for Cold users, c novelty for All users, d novelty
for Cold users
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Fig. 7 The effect of parameter δ on the system performance: a precision for All users, b precision for Cold users, c recall for All users, d recall
for Cold users, e F1 for All users, f F1 for Cold users

5 Conclusions

Social recommendation systems mainly use both of the
social information and historical ratings to provide relevant
suggestions for the users. The performance of the systems
depends on the quality of the used resources for the predic-
tion process. The systems cannot provide reliable predic-
tions for the users who have insufficient ratings in their pro-
files. Therefore, one of the most important issues in the rec-
ommendation systems is to determine the minimum number
of required ratings for providing reliable predictions. This
paper proposed a probabilistic method to calculate the

minimum number of required ratings for the users to pre-
dict reliable ratings for the unseen items. Moreover, a novel
mechanism is considered to improve the performance of the
rating profiles of the users with insufficient ratings. The
mechanism is based on incorporating reliable virtual rat-
ings into historical ratings of the users who have unreliable
rating profiles. On the other hand, a novel selection mecha-
nism for the virtual ratings is proposed which considers the
reliability, diversity, and novelty measures. One of the main
advantages of the proposed method is to alleviate the cold
start and data sparsity problems in the recommendation sys-
tems by adding the reliable virtual ratings. In other words,
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the proposed method makes a denser user-item rating matrix
in comparison with the original one. Experimental results on
three well-known datasets demonstrated that the proposed
method significantly outperformed other recommendation
methods in terms of several evaluation measures for both of
the all users and cold start users’ views.

Future works will be focused on considering other social
information such as distrust relations among the users
into the recommendation process. Moreover, the temporal
information of the ratings can be used in the proposed
selection mechanism to consider the changes of users’
preferences over time. On the other hand, the proposed
method can be used in other types of recommendation
systems such as context-aware recommendation systems to
improve their performance.
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