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Abstract
Recommender systems are intelligent programs to suggest relevant contents to users
according to their interests which are widely expressed as numerical ratings. Collabora-
tive filtering is an important type of recommender systems which has established itself as
the principal means of recommending items. However, collaborative filtering suffers
from two important problems including cold start and data sparsity. These problems
make it difficult to accurately compute user similarity and hence to find reliable similar
users. To deal with these problems, a novel recommender method is proposed in this
paper which is based on three different views of reliability measures. For the first view, a
user-based reliability measure is proposed to evaluate the performance of users’ rating
profiles in predicting unseen items. Then, a novel mechanism is proposed to enhance the
rating profiles with low quality by adding a number of reliable ratings. To this end, an
item-based reliability measure is proposed as the second view of the reliability measures
and then a number of items with highest reliability values are selected to add into the
target rating profile. Then, similarity values between users and also initial ratings of
unseen items are calculated using the enhanced users’ rating profiles. Finally, a rating-
based reliability measure is used as the third view of the reliability measures to evaluate
the initial predicted ratings and a novel mechanism is proposed to recalculate unreliable
predicted ratings. Experimental results using four well-known datasets indicate that the
proposed method significantly outperforms other recommender methods.
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1 Introduction

With the extensive development of web technologies and e-commerce sites in the past years, an
increasing number of online services are becoming popular such as Google News andYahoo! News
for reading news articles, Netflix and Youtube for watching movies and videos, etc. These online
services lead to increase the amount of information on the webwhich is called information overload
problem. Therefore, users have to spend much more time to find their interesting items among a
large number of choices. Recommender systems have proven to be useful techniques to deal with
this problem and can help the users in finding their relevant items in a reasonable time. The main
idea behind recommender systems is to use users’ past preferences to predict future interests of users.
The degree of users’ satisfaction depends on the quality of results provided by recommender
systems. Therefore, developing a powerful technique is an important issue to improve the perfor-
mance of a recommender system.

Recommender techniques can be categorized into three main groups including collaborative
filtering, content-based, and hybrid methods. Collaborative filtering analyzes accessing behaviors of
users similar to target user and then recommends items based on collaborative activities [7, 27]. To
this end, this method uses opinions and actions of other users with similar tastes to provide
suggestions to the target user. The main idea of collaborative filtering approach is that if users have
similar accessing behaviors in the past, they will also prefer similar items in the future. Collaborative
filtering approaches can be categorized into two groups including memory-based and model-based
methods. Memory-based methods use a similarity measure to calculate predictions for users based
on their past ratings. These predictions can be computed as a weighted average of ratings given by
the neighbors of the target user which the weight is based on similarity measure between the target
user and his/her neighbors [16, 40]. In the model-based methods, a model is constructed based on
user-item ratingsmatrix in training phase. Then, the trainedmodel is used to predict unseen items for
users in test set. To construct the model, several data mining and machine learning techniques are
used as probabilistic models [14], latent semantic models [15, 21], clustering models [1, 19, 32],
dimensionality reduction techniques [28, 35], etc. Content-based recommender methods attempt to
suggest relevant items to the target user by using the correlation between contents of items and users’
preferences [5, 48]. Hybrid recommender methods are based on combining some other techniques
to improve the overall performance of recommender systems. For example, a hybrid method can be
constructed by combining collaborative filtering and content-based recommender methods to
produce more accurate recommendations for users [50].

In reality, users usually provide a few ratings about items of recommender systems.
Therefore, the users may not have sufficient and enough common ratings. It leads to
reduce the performance of the systems in calculating similarity values between the users
and also finding similar users. These problems called as cold start and data sparsity in
recommender systems [41]. The cold start problem is related to the situation when a user
(item) in the system has expressed (received) a few number of ratings [20, 24]. On the
other hand, the data sparsity problem is related to sparsity of ratings that recommender
systems face, since the number of items is usually millions and users can provide ratings
for small portions of the items [33, 45]. These problems occur when available data in the
system is insufficient for identifying similar users or items as neighbors set. In other
words, these problems occur when there is no intersection at all between two users
(items) based on available ratings and hence similarity measure is not computable at all.
Even when the computation of similarity measure is possible, it may not be a reliable
value because of insufficient information processed [31, 49].
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In this paper, a novel method is proposed to alleviate data sparsity problem with considering
three different views of reliability measures in recommender systems. The basic idea is to
evaluate the performance of users’ rating profiles in predicting unseen items as well as
enhancing their quality by using a novel mechanism. A user’s rating profile refers to the
ratings which are assigned to items by the user. To this end, a novel user-based reliability
measure is proposed using four different factors to evaluate the quality of users’ rating profiles
in predicting unseen items. This reliability measure can be used to identify unreliable users’
profiles which may produce inaccurate predictions. Moreover, a novel mechanism is proposed
to enhance the unreliable users’ profiles. In this mechanism, the unreliable profiles are
enhanced by adding a number of reliable ratings. The main advantage of the proposed
mechanism is to improve the performance of recommender systems especially about sparse
user-item ratings matrixes. Moreover, an item-based reliability measure is proposed based on
three different factors to calculate the reliability of items. Then, a subset of items with highest
reliability measure is selected for adding into the user’s rating profile. These reliable ratings are
calculated as a weighted average of ratings given by users which the weight is proportional to
the user-based reliability measures of the users. Then, similarity values between the target user
and other users are calculated based on the enhanced profiles and initial ratings of unseen items
are predicted using these calculated similarity values. Finally, the quality of initial predicted
ratings is evaluated using a rating-based reliability measure and a rating with low reliability is
recalculated using a novel mechanism. The main contributions of the paper are summarized as
follows:

& A user-based reliability measure is proposed with considering four different factors to
evaluate the quality of users’ rating profiles in predicting unseen items. This reliability
measure is used to identify unreliable users’ profiles which have a negative effect on the
performance of recommender systems.

& An item-based reliability measure is proposed which is based on three different factors to
evaluate the reliability of items. This measure is used to select a subset of items with
highest reliability measure for adding to the user’s profile. This leads to improve the
reliability and also accuracy of the added ratings.

& An effective mechanism is proposed to enhance the quality of the unreliable users’ profiles
by adding a number of reliable ratings. To this end, a subset of items is selected based on
the item-based reliability measure. Therefore, the proposed mechanism leads to alleviate
data sparsity problem by adding reliable ratings into the users’ profiles with low user-based
reliability measure.

& A rating-based reliability measure is used to evaluate the quality of initial predicted ratings.
Moreover, the predicted ratings with low quality are recalculated by removing useless
users from the neighbors set. To this end, a confidence measure is proposed to identify
useful users in the initial neighbors set of users.

& A series of experiments are performed on four well-known datasets to verify the perfor-
mance of the proposed method in comparison with other recommender systems. The
results demonstrate that the proposed method can outperform the other methods.

The rest of the paper is organized as follows: Related studies are reviewed in Section 2.
Section 3 introduces the proposed method. In Section 4, the proposed method is compared
with the other recommender methods by performing several experiments on four well-known
datasets. Finally, some concluding comments are discussed in Section 5.
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2 Related works

In recent years, the amount of information available online has grown very fast and it has
exceeded the capacity of individual users to process such information. This caused a strong
interest in research fields and technologies to manage information overload problem. More-
over, intelligent algorithms are expected to provide better user experience in using online
services [25]. Recommender systems have thus been created to assist users in retrieving and
accessing interesting items by automatically acquiring user preferences from historical data
and matching items with the preferences [34, 36].

Cold start problem is about the users who only have rated a few items in recommender
system. Recommender systems cannot provide suitable and reliable recommendations for this
kind of users, because they have not enough ratings to use in recommendation process. Many
approaches have been proposed to alleviate the cold start problem by using additional
information such as social information [6, 9, 26]. Although these methods can improve the
performance of recommender systems on the cold start problem, but they need additional
information which may not exist in all of the recommender systems. In [24], an approach is
proposed to resolve the cold start problem which incorporates classification methods in a pure
collaborative filtering system while the use of demographic data helps for the identification of
other users with similar behavior. In [20], a method is proposed to address the cold start
problem which is based on building models derived from explicit ratings and error information
of predicted ratings. This method uses these constructed models to calculate new predictions of
actual ratings. In [8], the authors proposed a method based on the query expansion techniques
used in information retrieval to alleviate the cold start problem in recommender systems. To
this end, three kinds of techniques including item-global, item-local and user-local are
proposed and the performed experiments show that both item-global and user-local methods
improve the performance of the system based on precision metric.

Many approaches have been proposed to deal with data sparsity problem in recommender
systems. In [37], an efficient imputation method is proposed to address the data sparsity
problem in the context of neighborhood-based collaborative filtering. To this end, a set of key
ratings are identified and an auto-adaptive imputation method is proposed to fill the missing
values in the set of key ratings. Then, similarity values between users or items can be
calculated using the filled missing values of the key ratings. In [44], two strategies are
considered as missing value imputation in nearest neighbor based collaborative filtering to
resolve the data sparsity problem. Therefore, two novel effective collaborative filtering
methods based on missing data imputation are proposed which utilize user’s demographic
information before conducting collaborative filtering process. To this end, user’s age range and
occupation information are used in the imputation step. In [42], a framework of imputation-
boosted collaborative filtering is proposed to address the data sparsity problem in recommend-
er systems. This framework firstly uses an imputation method using machine learned classifier
to fill-in the sparse user-item rating matrix. Then, a traditional Pearson correlation-based
collaborative filtering method is performed on this matrix to predict a novel rating. In [10],
an approach is proposed to resolve the data sparsity problem which is based on multiple types
of auxiliary implicit feedback. Therefore, the method generates target data from a linear
regression of auxiliary feedback and forms the nearest neighbors with a set of purchased items
in multiple dimensions. Then, a novel ranking model is considered to accommodate both of
the original and generated data. Yang et al. [46] proposed a method called blocks-coupled non-
negative matrix factorization to resolve the data sparsity problem. The main advantage of the
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method is to improve the reconstruction performance of extreme sparseness matrix by
blocking the matrix and modeling based on full use of the coupling mechanism. It leads to
impose constraints on consistency as the matrix is decomposed.

Although the accuracy of predictions is an important issue in recommender systems,
reliability is another important issue which should be considered into recommendation
process. Because, it is shown that considering the reliability of predictions can improve
the performance of recommender systems and also make better recommendations for
users [31]. Several studies show that including reliability measures or confidence models
in recommender systems leads to increase the quality of recommendations [2–4, 13, 29].
In [13], a reliability measure is proposed to evaluate the effectiveness of predicted ratings
which is based on two positive and negative factors. The positive factor is based on the
summation of similarity values between the target user and her/his neighbors. Moreover,
the negative factor is based on the variance of ratings that the neighbors of the target user
have made for a specific item. In [29], several approaches are proposed to estimate
confidence of individual rating predictions in collaborative filtering-based recommender
systems. Moreover, a method is proposed for evaluating the performance of the confi-
dence estimation algorithms. In [49], the authors proposed a novel ranking-based ap-
proach which uses posterior rating distribution and confidence level of prediction as two
key factors for predicting uncertainty. The goal of this approach is to improve the
accuracy of personalized product ranking through incorporating the uncertainty informa-
tion. In [9], the authors proposed a novel merging method to incorporate social trust
information in providing recommendations. This proposed merging method can be used
to alleviate the cold start problem by merging the ratings of a user’s trusted neighbors to
complement and represent the preferences of the user. Moreover, a confidence measure is
used to evaluate the quality of merged ratings which is based on the number of ratings
and the ratio of conflicts between positive and negative opinions.

3 Proposed method

In this section, the proposed method is introduced as User Profile Enhancing based on Multi-
view Reliability measures (in short UPEMR). The proposed method consists of six steps
including: (1) User-based reliability calculation, (2) Item-based reliability calculation, (3) User
profile enhancing, (4) Initial rating prediction, (5) Rating-based reliability calculation, and (6)
Final rating prediction. In the following subsections, additional details about the steps of the
proposed method are discussed.

3.1 User-based reliability calculation

In this step, a user-based reliability measure is proposed based on four different factors. The
measure can be used to evaluate the performance of users’ rating profiles in predicting unseen
items. To calculate the proposed measure, first of all, the four factors are introduced and then a
mechanism is considered to combine these factors as the proposed user-based reliability
measure. The first factor is the number of ratings in the rating profile of target user a which
are provided for items. It can be concluded that the more ratings provided by a user can
produce more reliable predictions. Therefore, the first factor has a positive effect on the
proposed user-based reliability measure. The factor can be calculated as follows:
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f i Iað Þ ¼ 1−
a

aþ jIaj
ð1Þ

where, ∣Ia∣ is the number of ratings that the target user a has assigned to items and a is the
median of the values for ∣Ia∣.

The number of users in neighbors set of the target user is the second factor used to calculate
the proposed user-based reliability measure. The predicted ratings can be more reliable, when
more users are considered as the neighbors set of the target user into recommendation process.
Therefore, the second factor can be considered in calculating the proposed measure as a
positive factor. It should be noted that, the neighbors set of the target user can be obtained by
considering a threshold value for similarity values between the target user and other users in
the system. In other words, the users whose similarity values with the target user are higher
than a specific threshold value can be determined as the neighbors set of the target user.
Therefore, the second factor is calculated as follows:

f k Kað Þ ¼ 1−
k

k þ jKaj
ð2Þ

where, ∣Ka∣ is the number of users in the neighborhood of the target user a, k is the median of
the values of ∣Ka∣, and Ka is the set of neighbors for the target user a which can be calculated
as follows:

Ka ¼ u∈U jsim a; uð Þ≥θf g ð3Þ
where, U is the set of all users in the system, sim(a, u) is the similarity value between the target
user a and user u, and θ is a threshold value for the similarity value. The similarity value
between the target user a and user u is calculated using the Pearson correlation coefficient
function as follows:

sim a; uð Þ ¼
∑i∈Aa;u

ra;i−ra
� �

ru;i−ru
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Aa;u

ra;i−ra
� �2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Aa;u

ru;i−ru
� �2

r ð4Þ

where, ra, i is the rate of item i given by user a, ra is the average of the rates given by user a,
and Aa, u is the set of items which are rated by both users a and u.

After calculating the neighbors set of the target user, it is an important issue to determine the
number of ratings that are provided by the neighbor users. If the neighbor users provide more
ratings for the items then the system can produce more reliable recommendations for the target
user. Therefore, the number of ratings provided by the neighbor users of the target user can be
used as the third factor of the user-based reliability measure. It should be noted that, the third
factor has a positive effect on the measure because more ratings provided by the neighbor users
leads to produce more reliable predictions for the target user. Therefore, the following equation
can be used to calculate the third factor of the user-based reliability measure:

f ik IKað Þ ¼ 1−
ik

ik þ jIKa j
ð5Þ
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where, jIKa j is the number of ratings that the neighbors of the target user a have assigned to

items, Ka is the set of neighbors for the target user a (see Eq. (3)), and ik is the median of the
values of jIKa j.

One of the important factors that the reliability measure depends on is the similarity values
between the target user and other users in their neighbors set. In other words, if the target user
has high similarity values with other users in nearest neighbors set then it can be concluded
that, the predicted ratings based on these neighbors have high reliability values. Therefore, the
fourth factor is based on the summation of the similarity values between the target user and
other users in their neighbors set which is used as a positive factor for the user-based reliability
measure. The fourth factor is calculated as follows:

f s Sað Þ ¼ 1−
s

sþ Sa
ð6Þ

where,

Sa ¼ ∑
u∈Ka

sim a; uð Þ ð7Þ

Ka is the set of neighbors for the target user a (see Eq. (3)), sim(a, u) is the similarity value
between the target user a and user u(see Eq. (4)), and s is the median of the values of Sa.

Finally, the calculated factors can be used to measure the reliability of the target user’s
profile. To this end, a weight-based mechanism is used to combine the factors as the proposed
user-based reliability measure. Some assumptions should be considered to determine the
weights of the factors. First, the factors ∣Ia∣ and ∣Ka∣ in Eqs. (1) and (2) are not dependent
on any other factors. In other words, the values of the factors ∣Ia∣ and ∣Ka∣ are independently
calculated based on the number of ratings provided by the target user a and the number of
users in neighbors set of the target user a, respectively. Therefore, the weights of these factors
are considered as with a constant value of 1 in the user-based reliability measure. Second, the
values of jIKa j and Sa in Eqs. (5) and (7) are dependent on the value of ∣Ka∣. In other words,
the lower value of ∣Ka∣ leads to reduce the values of jIKa j and Sa, and vice versa. Therefore,
the weights of jIKa j and Sa are considered as the value of fk(Ka). After determining the weights
of the factors, the proposed user-based reliability measure can be calculated as the geometric
average of the identified factors as follows:

URa ¼ f i Iað Þ: f k Kað Þ: f ik IKað Þ f k Kað Þ: f s Sað Þ f k Kað Þ
h i 1

2þ2 f k Kað Þ ð8Þ

where, URa is the user-based reliability measure for the target user a. Based on Eq. (8), the
proposed user-based reliability measure can be calculated using four different factors. There
are two main advantages in the proposed reliability measure. Firstly, the four factors are
determined based on their impacts on the quality of user’s rating profile in predicting unseen
items. Therefore, the proposed reliability measure can be used to evaluate the effectiveness of
the target user’s profile. Secondly, the only information that used in the proposed measure is
the ratings provided by users in user-item rating matrix and the measure needs no more
information to evaluate the quality of users’ profiles. Therefore, the proposed measure can be
used in various types of recommender systems which provide user-item rating matrix.
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3.2 Item-based reliability calculation

In this step, an item-based reliability measure is proposed based on three different factors
which can be used to evaluate the effectiveness of items for users’ rating profiles. Specifically,
the item-based reliability measure is used to select a subset of items to add into target user’s
profile in the profile enhancing mechanism. To this end, a subset of items with highest
reliability measure can be used for adding into the target user’s profile. To calculate the
measure, three factors are defined and then the proposed measure is calculated as a combina-
tion of the factors. The number of ratings provided for the target item i by users is the first
factor of the proposed item-based reliability measure. It should be noted that, the more ratings
for the item i lead to increase its reliability value. Therefore, the factor has a positive effect on
the reliability measure and can be calculated as follows:

f i I ið Þ ¼ 1−
i

iþ jI ij
ð9Þ

where, ∣Ii∣ is the number of ratings which have been assigned to item i and i is the median of
the values of ∣Ii∣.

The second factor of the item-based reliability measure is the standard deviation of ratings
provided for the target item i. The factor determines the difference of users’ opinions about the
target item. It can be concluded that, the higher values of the factor make a lower reliability
value for the target item. Therefore, the factor has a negative effect on the reliability measure
and a decreasing function can be used to calculate it as follows:

f sd stdev I ið Þð Þ ¼ max−stdev I ið Þ
max−min

ð10Þ

where, stdev(Ii) is the standard deviation of ratings that have been assigned to item i,max and
min are the maximum and minimum of all values of stdev(Ii), respectively.

The third factor of the item-based reliability measure is defined based on the reliability
values of the users who have provided a rating for the target item i. To this end, the user-based
reliability values are used and the summation of the values is considered as the third factor of
the measure. Obviously, providing ratings by more reliable users leads to increase the
reliability of the target item. Therefore, the third factor is a positive factor for the measure
and can be calculated as follows:

f c Cið Þ ¼ 1−
c

cþ Ci

ð11Þ

where,

Ci ¼ ∑
u∈Ui

URu ð12Þ

Ui is the set of users which have assigned a rating to item i, URu is the user-based reliability
measure for user u which is calculated using Eq. (8), and c is the median of the values of Ci.

Finally, the proposed item-based reliability measure can be calculated as the weights of the
identified factors. The first factor (i.e. ∣Ii∣) is not dependent on any other factors. Therefore,
the weight of this factor is considered as with a constant value of 1. On the other hand, the
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values of stdev(Ii) and Ci are dependent on the value of ∣Ii∣. In other words, the lower value of
∣Ii∣ makes the values of stdev(Ii) and Ci also be low and vice versa. Hence, the weights of
stdev(Ii) and Ci are considered as the value of fi(Ii). Therefore, the proposed item-based
reliability measure can be calculated as the geometric average of the identified factors as
follows:

IRi ¼ f i I ið Þ: f sd stdev I ið Þð Þ f i I ið Þ: f c Cið Þ f i I ið Þ
h i 1

1þ2 f i I ið Þ ð13Þ

where, IRi is the proposed item-based reliability measure for item i. It should be noted that, the
measure is based on three factors which can be calculated by using user-item rating matrix.
Therefore, the proposed measure needs no more information to calculate the three factors. On
the other hand, a large number of recommender systems have been developed which provide
user-item rating matrix as the main information for the systems. Therefore, the proposed
measure can be used in all of the recommender systems which provide user-item rating matrix
to improve their performance in providing more reliable recommendations.

3.3 User profile enhancing

After calculating the proposed user-based and item-based reliability measures, a novel mech-
anism is introduced to enhance the rating profiles of the users with low user-based reliability
measure. To this end, the rating profiles of the users are modified by adding a number of
reliable ratings based on the proposed reliability measures. The main advantage of this step is
to alleviate data sparsity problem in recommender systems. In other words, the proposed
method makes a denser user-item rating matrix than the original matrix by adding a number of
reliable ratings into the users’ rating profiles. Therefore, the calculation of similarity values
between the users performs simply and also the system can be able to find better neighbors set
for the users.

The main idea behind the proposed mechanism is to use the proposed user-based
reliability measure to determine the effectiveness of user’s rating profile. In other words,
the higher value of the user-based reliability measure shows that the rating profile of the
user has a higher performance to predict unrated items. Therefore, in the proposed
mechanism, a threshold value (i.e. α) is used to enhance the rating profiles of the users.
To this end, the user’s rating profile will be modified if its user-based reliability measure
is lower than the threshold value α.

In the proposed mechanism, a number of reliable ratings will be added into the rating
profiles of the users whose user-based reliability measures are lower than the threshold value.
It should be noted that, the number of reliable ratings which added into the user’s rating profile
depends on its user-based reliability measure. In other words, a user with a higher value of
the user-based reliability measure needs a lower number of reliable ratings for adding
into her/his rating profile, and vice versa. Therefore, the following equation is used to
calculate the sufficient number of reliable ratings for adding into the rating profile of the
target user a:

m
0 ¼ 1−URað Þ � m ð14Þ
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where, URa is the user-based reliability measure for the target user a which can be
calculated by Eq. (8), and m is the maximum number of reliable ratings that can be added
into the user’s rating profile.

After calculating the number of needed reliable ratings for adding into the target user’s
rating profile (i.e. Eq. (14)), a number of items (i.e. m′) with highest value of the item-based
reliability measure are selected for using in the proposed user rating profile enhancing
mechanism. Then, the reliable ratings of the selected items are calculated based on the
proposed user-based reliability measure as follows:

Ri ¼
∑u∈Ui

URu:ru;i
∑u∈Ui

URu
ð15Þ

where, Ri is the reliable rating of item i,Ui is the set of users who have assigned a rating to item
i, URu is the user-based reliability measure for user u which is calculated using Eq. (8), and ru, i
is the rate of item i given by user u.

Finally, the calculated reliable ratings can be added into the rating profile of the target user.
It should be noted that, the real ratings of the target user have been considered without any
changes and the reliable ratings which added into the target user’s profile are completely
different from these real ratings. The enhanced profile of the target user has a higher
performance than her/his initial profile, because there are some new reliable ratings in the
enhanced profile which lead to alleviate data sparsity problem in recommender systems.

3.4 Initial rating prediction

In this step, similarity values between the target user and the others can be calculated based on
the enhanced rating profiles using Eq. (4). Then, a set of neighbors for the target user a is
formed as initial neighbors set using Eq. (3). Finally, the initial rating of unrated item i for the
target user a can be predicted using the following equation:

Pa;i ¼ ra þ
∑u∈Ka;i

sim a; uð Þ: ru;i−ru
� �

∑u∈Ka;i
sim a; uð Þ ð16Þ

where, ra is the average of ratings for target user a, Ka, i refers to a subset of initial neighbors
for target user a that have rated item i, and sim(a, u) represents the similarity value between the
users a and u that is calculated using Eq. (4).

3.5 Rating-based reliability calculation

In this step, a reliability measure [13] is used to calculate the reliability values of initial
predicted ratings. This reliability measure is useful to determine the quality of initial
predicted ratings. To this end, two positive and negative factors are considered to
calculate the rating-based reliability measure. The positive factor is based on the sum-
mation of similarity values between the target user and other users in his/her initial
neighbors set. Therefore, this factor can be calculated using Eq. (17) as follows:

f s Sa;i
� � ¼ 1−

S

S þ Sa;i
ð17Þ
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where, S denotes the median values of Sa, i in the system, and Sa, i is the summation of
similarity values between the target user a and his/her initial neighbors set which can be
calculated as follows:

Sa;i ¼ ∑
u∈Ka;i

sim a; uð Þ ð18Þ

where, Ka, i is a subset of users in the initial neighbors set of target user a who have rated
item i, and sim(a, u) denotes the similarity value between users a and u which is
calculated using Eq. (4).

On the other hand, the negative factor of the rating-based reliability measure is defined
based on the differences between the ratings which are assigned to the target item by the
neighbors of the target user. Therefore, the negative factor can be calculated using Eq. (19) as
follows:

f v Va;i
� � ¼ max−min−Va;i

max−min

� �γ

ð19Þ

where,

γ ¼ ln0:5

ln
max−min−V
max−min

ð20Þ

and V represents the median of the values of Va, i in the system, max and min indicate the
maximum and minimum values of ratings in the system, respectively. The value of Va, i can be
calculated using Eq. (21) as follows:

Va;i ¼
∑u∈Ka;i

sim a; uð Þ ru;i−ru−Pa;i þ ra
� �2

∑u∈Ka;i
sim a; uð Þ ð21Þ

where, ra is the average of ratings for the target user a, Ka, i is a subset of users in the initial
neighbors set of target user a who have rated item i, Pa, i is the initial rating of item i for user a
which is calculated using Eq. (16), and sim(a, u) indicates the similarity value between users a
and u which is calculated using Eq. (4).

Finally, the rating-based reliability measure of the initial rating of item i for user a (i.e. Pa, i)
can be calculated based on the calculated positive and negative factors using Eq. (22):

RRa;i ¼ f s Sa;i
� �

: f v Va;i
� � f s Sa;ið Þ� � 1

1þ f s Sa;ið Þ ð22Þ

where, fs(Sa, i) and fv(Va, i) refer to the positive and negative factors of the rating-based reliability
measure which are calculated using Eqs. (17) and (19), respectively.

3.6 Final rating prediction

In this step, the initial predicted ratings are evaluated using the rating-based reliability measure.
In other words, the calculated rating-based reliability measures (i.e. Eq. (22)) for the initial
predicted ratings are used to determine the quality of these ratings. Moreover, an effective
mechanism is used to improve the quality of the initial predicted ratings with low reliability
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through removing useless users from initial neighbors set of the target user. It should be noted
that, all of the users in initial neighbors set of the target user are used to predict the initial
ratings using Eq. (16). However, some of these users may have a negative effect on the quality
of the initial predicted ratings. Therefore, these useless users can be removed from the initial
neighbors set of the target user. To this end, the rating-based reliability measure of the initial
predicted ratings is calculated using Eq. (22) and then the ratings which their reliability values
are less than a threshold value β can be determined as unreliable ratings. Then, a new rating
can be calculated for the unreliable ratings using a new set of the neighbors for the target user.
The new neighbors set of the target user is formed by removing useless users from the initial
neighbors set. Therefore, a confidence model between the users is proposed which is based on
the rating-based reliability measure. This confidence model is calculated using Eq. (23) as
follows:

Ca;v ¼
∑i∈Aa;v

RRa;i ra;i−ra
� �

RRv;i rv;i−rv
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Aa;v

RR2
a;i ra;i−ra
� �2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈Aa;v

RR2
v;i rv;i−rv
� �2

r ð23Þ

where, Ca, v indicates the confidence value between users a and v, Aa, v is a set of items which
are rated by both of the users a and v, RRa, i refers to the rating-based reliability measure which
is calculated using Eq. (22), ra, i is the rating of item i given by user a, and ra is the average of
ratings provided by user a.

The users in the initial neighbors set of the target user whose confidence values are less than
a threshold value γ are considered as useless neighbors. Therefore, the new neighbors set of
the target user can be formed by removing the useless users from the initial neighbors set. In
other words, user v will be removed from the initial neighbors set of the target user a, if the
confidence value Ca, v is less than the threshold value γ. After calculating the new neighbors set
of the target user for an unreliable predicted rating, a new rating can be calculated based on this
new neighbors set. Therefore, the final ratings are calculated using Eq. (24) as follows:

Pnew
a;i ¼ ra þ

∑u∈Knew
a;i
sim a; uð Þ ru;i−ru

� �
∑u∈Knew

a;i
sim a; uð Þ ð24Þ

where, Pnew
a;i indicates the final rating of item i for the target user a, sim(a, u) is the similarity

value between the users a and u which is calculated using Eq. (4), ru, i is the rating of item i
provided by user u, ru is the average of ratings provided by user u, and Knew

a;i refers to a subset

of users in the new neighbors set of target user a who have rated item i. The new neighbors set
Knew

a;i can be calculated using the following Equation:

Knew
a;i ¼ v∈Ka;ijCa;v≥γ

	 
 ð25Þ

where, Ka, i refers to the initial neighbors set of target user a which is calculated using Eq. (3),
Ca, v is the confidence value between the users a and v, and γ is the threshold value for
confidence values. After calculating the final ratings of unseen items for the target user, a
subset of top _N items with highest ratings are selected as recommendation list to suggest to
the target user. The pseudo code of the proposed method is shown in Fig. 1.
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3.7 An illustrated example

In this section, an example is represented to describe the steps of the proposed method for
predicting an unknown rating for a given user. To this end, a small dataset with five users and
five items is used which each user rated a few number of the items. Moreover, the rating values
in this dataset are in the range of 1 (min) and 5 (max). This sample dataset is shown in Table 1.
It should be noted that, the purpose of this example is to predict the rating of item i4 for target
user u1 by applying the proposed method.

In the first step of the proposed method, user-based reliability measures for all of the users
are calculated using Eqs. (1)-(8). For simplicity, in this example we set θ = 0.1 for Eq. (3) as a
threshold value for the similarity values (see Eq. (4)). Therefore, the user-based reliability
measures for the users are calculated which URu1 , URu2 , URu3 , URu4 and URu5 are equal to

Algorithm 1. User Profile Enhancing  based on Multi-view Reliability measures (UPEMR)

Input: Parameters , , , and .

Output: Predicted ratings for users.

Begin algorithm:
1: Split dataset into a training set and a test set ;

2: Let be the set of all users;

3: for all ∈ do
4:     Calculate the four factors of the user-based reliability measure using Eqs. (1)-(7) based on the training

set ;

5:     Calculate the user-based reliability measure for the target user using Eq. (8);

6: end for
7: Let be the set of all items;

8: for all ∈ do
9:     Calculate the three factors of the item-based reliability measure using Eqs. (9)-(12) based on the 

training set ;

10:    Calculate the item-based reliability measure for the item using Eq. (13);

11: end for
12: for all ∈ do
13:     if ( < ) then
14:          Let be the set of items that have been rated by the target user ;

15:          Set ′ = − ;

16:          Sort ′ descending based on their item-based reliability measures;

17:          Calculate ′ using Eq. (14);

18:          Select _ ′ items from ′ as ̃ ;

19:          for all ∈ ̃ do
20:               Calculate reliable rating of the item using Eq. (15);

21:               Add the calculated reliable rating to the rating profile of the target user ;

22:          end for
23:     end if
24: end for
25: for all ∈ do
26:     Calculate the similarity values between the target user and other users using Eq. (4) based on the 

enhanced rating profiles;

27:     Calculate the initial nearest neighbors set of the target user using Eq. (3);

28: end for
29: for all ( ) ∈ do
30:     Predict the initial rating , of the item for the target user using Eq. (16);

31:     Calculate the rating-based reliability measure , of the item for the target user using Eq. (22);

32:     if ( , < ) then
33:          Calculate the new nearest neighbors set , for the target user using Eq. (25);

34:          Predict the new rating , based on , using Eq. (24);

35:     end if
36: end for

End algorithm.

Fig. 1 Pseudo code of the proposed method
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0.48, 0.58, 0.5, 0.39 and 0.0, respectively. Then, in the second step, the item-based reliability
measures for all of the items are calculated using Eqs. (9)-(13). Based on these equations, the
item-based reliability measures for the items are calculated which IRi1 , IRi2 , IRi3 , IRi4 and IRi5

are equal to 0.38, 0.0, 0.0, 0.5 and 0.61, respectively.
n the third step, the proposed mechanism is applied to enhance the rating profiles of

users with low user-based reliability measures. Suppose that the threshold value for the
user-based reliability measure is equal to 0.5 (i.e. α = 0.5). Moreover, in this example we
set m = 4 for Eq. (14) as the maximum number of reliable ratings that can be added to the
user’s rating profile. It can be seen that the calculated user-based reliability measures for
the users u1, u4, and u5 are less than the predefined threshold value (i.e.
URu1 ;URu4 ;URu5 < α). Therefore, the rating profiles of these users are enhanced using
the proposed user profile enhancing mechanism. The result of this step is represented in
Table 2 in which the reliable ratings are shown in bold face and underlined.

In the fourth step of the proposed method, similarity values between the target user u1
and the others can be calculated based on the new rating profiles using Eq. (4). Then, the
initial rating of item i4 for the target user u1 is calculated using Eq. (16) which is equal to
2.8 (i.e. Pu1;i4 ¼ 2:8). In the fifth step of the proposed method, the rating-based reliability
measure of the initial predicted rating is calculated using Eqs. (17)-(22). Suppose that the
rating-based reliability measure is equal to 0.6 (i.e. RRu1;i4 ¼ 0:6). Moreover, in this
example we set β = 0.7 as a threshold value for the rating-based reliability measure.
Therefore, the final rating of item i4 for the target user u1 can be calculated in the sixth
step of the proposed method by removing useless users from the initial neighbors set of
the target user. To this end, the confidence values between the target user and others are
calculated using Eq. (23). Suppose that the confidence values are Cu1;u2 ¼ 0:7, Cu1;u4 ¼ 0
:55 and Cu1;u5 ¼ 0:65. Moreover, suppose that γ = 0.6 as the threshold value of the
confidence measure. Based on the proposed mechanism, the user u4 is identified as a
useless neighbor and can be removed from the initial neighbors set. Therefore, the final
rating of item i4 for the target user u1 is calculated using Eq. (24) which is equal to 1.71
(i.e. Pnew

u1;i4 ¼ 1:71).

Table 1 The example dataset
consisting of five users and five
items

i1 i2 i3 i4 i5

u1 1 – 5 ? –
u2 2 – 4 2 4
u3 2 5 – – 3
u4 – 2 – 3 4
u5 4 3 2 – –

Table 2 The result of the proposed
user profile enhancing mechanism i1 i2 i3 i4 i5

u1 1 3.68 5 ? 3.65
u2 2 – 4 2 4
u3 2 5 – – 3
u4 1.69 2 4.45 3 4
u5 4 3 2 2.4 3.65
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3.8 Computational complexity analysis

In this section, all steps of the proposed method are considered to compute the computational
complexity of the method. The proposed method consists of six steps. In the first step, a user-
based reliability measure is calculated for the users based on four different factors. The
complexity of the user-based reliability calculation is O(|U‖I| ) where ∣U∣ is the number of
users and ∣I∣ denotes the number of items. In the second step, an item-based reliability
measure is calculated for the items which its complexity is O(|U‖I| ). In the third step, the user
profile enhancing mechanism is performed to improve the performance of the users’ profiles.
The complexity of the mechanism is O(|U|2m′) where m′ denotes the number of reliable ratings
which are added to the users’ profiles. In the fourth step, the initial ratings of unseen items are
predicted based on the enhanced profiles. To calculate the initial rating of an unseen item, the
similarity value between the target user and other users is needed to be computed using Eq. (4).
It should be noted that, the computation of the similarity value between two users needsO(| I| ).
Therefore, the complexity of calculating the similarity values between all pairs of the users is
O(|U|2| I| ). In the fifth step, a rating-based reliability measure is calculated for the initial
predicted ratings which its complexity is O(|U‖I| ). In the sixth step, a confidence value is
calculated between the users which its complexity is O(|U|2). Moreover, the final ratings of the
unseen items are calculated which its complexity is O(|U|2| I| ). Therefore, it can be concluded
that the complexity of the sixth step is O(|U|2 + |U|2|I|) which can be reduced to O(|U|2|I|).
Finally, the complexity of the proposed method (i.e. Steps 1-6) is O(|U||I| + |U||I| + |U|2m′ +
|U|2|I| + |U||I| + |U|2|I|) which can be reduced to O(|U|2|I|).

4 Experimental results

In this section, several experiments are conducted to compare the performance of the proposed
method (i.e. UPEMR) with other recommender methods including User-based collaborative
filtering (UCF), Item-based collaborative filtering (ICF) [39], Multi-level collaborative filter-
ing (MLCF) [36], Item-global profile expansion (IGPE) [8], User opinion spreading (UOS)
[11], User-local profile expansion (ULPE) [8], Resource allocation based collaborative filter-
ing (RACF) [18], Slope-One [23], Regularized singular value decomposition (RSVD) [43],
Non-negative matrix factorization (NMF) [22], Probabilistic matrix factorization (PMF) [30],
Two-layer neighbor selection collaborative filtering (TLCF) [51], Popularity-based probabi-
listic latent semantic analysis (PPLSA) [17], and Multi-channel feature vector based collabo-
rative filtering (MCFV) [52]. Additional details about the experiments are presented in the
following subsections.

4.1 Datasets

Four well-known datasets are used in the experiments including MovieLens,1 Netflix,2

BookCrossing,3 and Jester4 to verify the effectiveness of the proposed method. The

1 http://grouplens.org/datasets/movielens/
2 http://www.prea.gatech.edu/
3 http://www2.informatik.uni-freiburg.de/~cziegler/BX/
4 http://eigentaste.berkeley.edu/dataset/
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MovieLens dataset was collected by the GroupLens research group [38] which contains
1682 movies, 943 users, and 100,000 ratings. All of the rating values in the MovieLens
dataset are integer numbers in the range of 1 (bad) to 5 (excellent). In this dataset, each
user has rated at least 20 movies. The used Netflix dataset is a small version of the
original Netflix dataset which is available in the personalized recommendation algo-
rithms toolkit (PREA) [47]. This dataset consists of 4427 users, 1000 items, and 56,136
ratings. The ratings are integer numbers in the rage of 1 (bad) to 5 (excellent) scales. The
BookCrossing is a book recommendation dataset which users have provided ratings for
items (i.e. books). This dataset contains 1.1 million ratings of 270,000 books which are
provided by 90,000 users. In addition, the ratings in this dataset are on a scale from 1
(bad) to 10 (excellent). The Jester is a jock recommendation dataset which contains the
ratings about 100 jocks provided by 24,938 users. The ratings in this dataset are real
numbers from −10 to 10 and the users have provided between 15 and 35 ratings for the
jocks. Table 3 shows the descriptions of the evaluation datasets.

4.2 Evaluation metrics

To evaluate the performance of recommender methods, four evaluation metrics are used in the
experiments which include normalized mean absolute error (NMAE), normalized root mean
squared error (NRMSE), Kendall Tau correlation (τ), and catalog coverage (CC). The NMAE
and NRMSE metrics are used to measure the accuracy of predicted ratings. To this end, the
predicted ratings are compared with the real ratings and their differences are considered as
prediction error. These metrics are calculated as follows:

NMAE ¼ ∑n
i¼1jri−pij

n� max−minð Þ ð26Þ

NRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1 ri−pið Þ2
q
n� max−minð Þ ð27Þ

where, ri and pi are respectively real and predicted ratings of item i, max and min are
respectively maximum and minimum values of ratings in the system, and n is the total number
of ratings which are predicted using a recommender method. The lower values of NMAE and
NRMSE metrics show the higher prediction accuracy. It should be noted that, the NRMSE

Table 3 The descriptions of the evaluation datasets

Dataset #Users #Items #Ratings Sparsity (%)

MovieLens 943 1682 100 K 93.69
Netflix 4427 1000 56,136 98.73
BookCrossing 90 K 270 K 1.1 M 99.99
Jester 24,938 100 617 K 75.25
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metric squares the error before summing it and tends to castigate the large errors more heavily
[32]. On the other hand, the NMAE metric considers each error as equal value.

Moreover, the Kendall Tau correlation metric is used to measure the similarity values for
the orderings of two ranked lists which can be calculated using the following equation [12]:

τ ¼ C−Dð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C þ Dþ TRð Þ � C þ Dþ TPð Þp ð28Þ

where, C is the number of items’ pairs which the recommender method predicted in the same
order as real ratings list of the user (i.e. Concordant pairs), D is the number of items’ pairs
which the recommender method predicted in the wrong order (i.e. Discordant pairs), TR
denotes the number of items’ pairs with the same real ratings, and TP refers to the number
of items with the same predicted ratings. It is clear that, when there is no discordant pairs of
items (i.e. D = 0) the Kendall Tau value will be 1. In other words, when the ranking of items in
the predicted and the real rating lists are exactly the same, we will have the maximum value for
Kendall Tau correlation metric (i.e. τ = 1). On the other hand, for two completely dissimilar
item lists (i.e. C = 0) the value of Kendall Tau metric will be −1. The higher values of Kendall
Tau metric show the higher prediction accuracy for a recommender system.

The CC metric is an evaluation measure to evaluate the performance of recommender
methods which refers to the percentage of distinct items in recommendation lists of users [12].
This metric can be calculated as follows:

CC ¼ I r
I

ð29Þ

where, Ir denotes the total number of distinct items in the top −N recommendation lists of
users, and I is the total number of items in a recommender system. The higher values of CC
metric indicate the higher performance of a recommender system.

4.3 Parameter setting

There are some parameters in the proposed method which need to be initialized before
performing the experiments. The parameter θ is used in the proposed method as a threshold
value for the similarity values between the users (i.e. Eq. (3)) which its value is set to θ = 0.6
for all of the used datasets. The parameters α, β, and γ are used in the proposed method as the
threshold values for the user-based reliability measure (i.e. Section 3.3), the rating-based
reliability measure (i.e. Section 3.6), and the confidence values between the users (i.e. Eq.
(25)), respectively. The values of the parameters α and γ are set to α, γ = 0.5 for the Netflix
and BookCrossing datasets, and α, γ = 0.6 for the MovieLens and Jester datasets. The value of
parameter β is set to β = 0.6 for the Netflix and BookCrossing datasets, and β = 0.7 for the
MovieLens and Jester datasets. The parameter m is used in the proposed method as the
maximum number of reliable ratings that can be added to the user’s rating profile (i.e. Eq.
(14)) which is set to m = 20 for the MovieLens and Jester datasets and m = 30 for the Netflix
and BookCrossing datasets. In all of the experiments, the length of recommendation lists for
the users (i.e. top −N) is set to 10 for all of the compared methods. For the rest of the compared
methods in the experiments, there are parameters to be set. To make a fair comparison, the
values of these parameters are set based on the optimal values which are reported in their
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corresponding papers. The experimental results refer to the average of the evaluation metrics
over five different runs which in each run, the ratings of training set are randomly selected for
all of the used datasets.

4.4 Performance comparison

In this section, the results of experiments are reported to compare the proposed method with
several state-of-the-art recommender methods. Moreover, several sparsity levels (i.e. L) for
training set are used to indicate the performance of the compared methods for alleviating data
sparsity problem in recommender systems. For example, sparsity level L = 10% means that
90% of all data is randomly selected as the training set and the remaining data is used as the
test set. Therefore, the higher values for the sparsity levels lead to consider a less number of
ratings as the training set.

Tables 4, 5, 6, and 7 show the results of the experiments based on NMAE and NRMSE
measures. In these experiments, different values of sparsity levels (i.e. L = 10% , 20% , 50% ,
80% , 90%) are used to simulate the performance of the compared recommender methods for
data sparsity problem. Table 4 reports the results of experiments based on the MovieLens
dataset. As you can see from this table, the proposed method obtains the best results for all of
the Lvalues compared to the other methods. Therefore, it can be concluded that the proposed
method can alleviate data sparsity problem in comparison with the other recommender
systems. The NMAE and NRMSE values for the proposed method are respectively 0.161
and 0.203 at the sparsity level of L = 10%. On the other hand, the second best method (i.e.
PPLSA) obtains the values of 0.170 and 0.224 at the sparsity level of L = 10% for the NMAE
and NRMSE measures, respectively. Moreover, the results of experiments for the Netflix
dataset based on the NMAE and NRMSE metrics are shown in Table 5. It is shown that the
proposed method outperforms the other recommender methods based on these metrics for all
of the L values. For example, the NMAE and NRMSE values for the proposed method are
0.193 and 0.246 at the sparsity level of L = 10%, respectively. The PPLSA method obtains the
values of 0.199 and 0.251 respectively for the NMAE and NRMSE metrics at the sparsity level
of L = 10% as the second best results. The results of Tables 4 and 5 indicate that the proposed
method can significantly outperform other recommender systems especially when the data
sparsity problem is considered.

Table 6 shows the results of the experiments for the BookCrossing dataset based on the
NMAE and NRMSE metrics over different values of sparsity levels. It can be seen from these
results that the proposed method have the lower values of the NMAE and NRMSE metrics for
all of the L values compared to the other recommender methods. For the sparsity level of L =
10%, the proposed method obtains the values 0.137 and 0.168 for the NMAE and NRMSE
measures, respectively. On the other hand, the second best method (i.e. RSVD) obtains the
values 0.141 and 0.186 for the NMAE and NRMSE measures, respectively. The results of the
experiments in Table 7 show that the proposed method obtains better performance than the
other recommender methods based on the NMAE and NRMSE measures for the Jester dataset.
For example, the values of the NMAE and NRMSE measures for the proposed method are
respectively 0.165 and 0.181 for the sparsity level of L = 10%. The second best results for the
sparsity level of L = 10% are obtained by the PPLSA method which the values are 0.169 and
0.195 for the NMAE and NRMSE measures, respectively. Moreover, the proposed method
obtains the values of 0.374 and 0.432 respectively for the NMAE and NRMSE measures at the
sparsity level of L = 90%. The PPLSA method obtains the second best results at the sparsity
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level of L = 90% which the values are 0.381 and 0.443 for the NMAE and NRMSE measures,
respectively. According to the results of Tables 4, 5, 6, and 7, it is shown that the proposed
method can be an effective method for recommender systems with sparse user-item rating
matrixes.

The experiments are repeated based on the Kendal Tau correlation and catalog coverage
measures and the results are shown in Tables 8, 9, and 10. The results of the Kendal Tau
correlation and catalog coverage measures are shown in Table 8 for the MovieLens dataset.
These results indicate that the proposed method outperforms the other recommender methods
under different values of data sparsity levels except for L = 10% and L = 20% which obtains
the second best results for the Kendal Tau correlation measure. In these cases, the values of the
Kendal Tau correlation measure are 0.639 and 0.609 for the sparsity levels of L = 10% and L =
20%, respectively. On the other hand, the IGPE method obtains the best values of the Kendal
Tau correlation measure for the sparsity levels of L = 10% and L = 20% which the results are
0.839 and 0.832, respectively. Moreover, the proposed method outperforms other recommend-
er methods based on the coverage measure for all of the considered sparsity levels. The results
of experiments based on the Kendal Tau correlation and catalog coverage measures are
reported in Table 9 for the Netflix dataset. As it is clear from this table, the proposed method
obtains the best results for all of the used data sparsity levels L based on both of the Kendal Tau
correlation and catalog coverage measures. For example, the proposed method obtains the
value of 0.976 for the Kendal Tau correlation measure at the sparsity level L = 10%. The
second best result for the Kendal Tau correlation measure at the sparsity level L = 10% is
obtained by the IGPE method which its value is 0.971.

Finally, the proposed method is compared with the other recommender methods based on
the Kendal Tau correlation and catalog coverage measures for the BookCrossing and Jester
datasets and their results are reported in Tables 10 and 11, respectively. It can be concluded
from Table 10 that the proposed method significantly outperforms the other recommender
methods at all of the used data sparsity levels based on the BookCrossing dataset. For example,
the values of the Kendal Tau correlation and catalog coverage measures for the proposed
method at the sparsity level L = 10% are 0.892 and 0.564, respectively. On the other hand, the
PPLSA method obtains the second best results for the Kendal Tau correlation and catalog
coverage measures at the sparsity level L = 10% which the values are 0.881 and 0.521,
respectively. Table 11 shows the results of the experiments for the Jester dataset based on
the Kendal Tau correlation and catalog coverage measures and also different levels of the data
sparsity. As you can see from these results, the proposed method obtains the best results for
both of the used evaluation measures and also all of the data sparsity levels in comparison with
the other recommender methods. Therefore, it can be concluded that the proposed method can
be effective for the recommender systems especially in sparse user-item rating matrixes.

4.5 Sensitivity analysis of the parameters

In this section, the effect of different values of input parameters is evaluated on the perfor-
mance of the proposed method based on the used evaluation measures. To this end, the data
sparsity level is set to L = 20% to perform the experiments of sensitivity analysis for the
parameters. There are five parameters including θ, α, m, β and γ which are used in the
proposed method. The parameter θ is an important parameter that is used as a threshold value
for the user similarity measure in Eq. (3). Figure 2 shows the results of different values for the
parameter θ on the performance of the proposed method over the NMAE, NRMSE, Kendall
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Tau correlation and catalog coverage measures for the MovieLens, Netflix, BookCrossing and
Jester datasets. As you can see from this figure, the NMAE and NRMSE values for all of the
used datasets decrease when the value of the parameter θ is increased (see Fig. 2a and b).
Moreover, the catalog coverage values for all of the used datasets decrease with increasing the
value of the parameter θ (see Fig. 2d). On other hand, the Kendall Tau correlation values
increase when the value of the parameter θ is increased (see Fig. 2c). Therefore, it can be
concluded that the higher value of the parameter θ has a positive effect on the NMAE, NRMSE
and Kendall Tau correlation measures. However, the higher value of the parameter θ has a
negative effect on the catalog coverage measure. Therefore, the value of the parameter θ is set
to θ = 0.6 as a trade-off between the accuracy and coverage measures to compare the proposed
method with the other recommender methods.

The parameter α is used as a threshold value in the proposed user profile enhancing
mechanism to enhance rating profiles of users (see Section 3.3). In other words, the user’s
rating profile will be enhanced if the user-based reliability measure for the user is lower than
the value of parameter α. The effect of different values of parameter α over the NMAE,
NRMSE, Kendall Tau correlation and catalog coverage measures is reported in Fig. 3. As you
can see from this figure, the NMAE and NRMSE values decrease in most cases when the
value of parameter α is increased. Moreover, the values of NMAE and NRMSE measures
increase when the value of parameter α is higher than specific values for all of the used
datasets (see Fig. 3a and b). For example, the values of NMAE and NRMSE measures are
increased when the value of parameter α is higher than 0.5 for the Netflix dataset. On the other
hand, the values of Kendall Tau correlation and catalog coverage measures increase in most
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Fig. 2 The effect of parameter θ on the system performance for: a NMAE measure, b NRMSE measure, c
Kendall Tau correlation measure, and d catalog coverage measure
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cases when the value of parameter α is increased. It should be noted that, the value of
parameter α is set to α = 0.5 for the Netflix and BookCrossing datasets and α = 0.6 for the
MovieLens and Jester datasets to compare the proposed method with the other recommender
methods.

The parameterm is used as the maximum number of reliable ratings that can be added to the
user’s rating profile in the user profile enhancing step of the proposed method (i.e. Eq. (14)).
Figure 4 shows the effect of different values of the parameter m over the used evaluation
measures for the MovieLens, Netflix, BookCrossing and Jester datasets. As you can see from
this figure, the NMAE, NRMSE and Kendall Tau correlation measures have different values
for different values of the parameter m. For example, the best results for the NMAE and
NRMSE measures are obtained when the value of parameter m is equal to m = 20 for the
MovieLens and Jester datasets. Moreover, the best values of the NMAE and NRMSE
measures for the Netflix and BookCrossing datasets can be obtained when the value of
parameter m is equal to m = 30. The sensitivity analysis of the parameter m on the Kendall
Tau correlation indicates that the best results of the proposed method are obtained when the
value of parameter m is equal to m = 10 for all of the used datasets. The value of catalog
coverage measure increases when the value of parameter m is increased for all of the used
datasets. Therefore, it can be concluded that the higher value of parameter m has a positive
effect on the proposed method based on the catalog coverage measure for all of the used
datasets. In the experiments, the value of parameter m is set to m = 20 for the MovieLens and
Jester datasets and m = 30 for the Netflix and BookCrossing datasets to compare the proposed
method with the other recommender methods.
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Fig. 3 The effect of parameter α on the system performance for: a NMAE measure, b NRMSE measure, c
Kendall Tau correlation measure, and d catalog coverage measure
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Furthermore, the parameter β is used as a threshold value for the rating-based reliability
measure in the final rating prediction step of the proposed method (see Section 3.6). In other
words, the initial predicted ratings which their rating-based reliability values are less than the
parameter β will be recalculated using the proposed mechanism. The sensitivity analysis of the
parameter β over the NMAE, NRMSE, Kendall Tau correlation, and catalog coverage
measures are reported in Fig. 5. These results show that the NMAE and NRMSE values
decrease in most cases when the value of parameter β is increased. In addition, the values of
these measures increase when the value of parameter β is higher than specific values. For
example, the values of NMAE measure increase for the BookCrossing dataset when the value
of parameter β is higher than 0.5 (see Fig. 5a). On the other hand, the value of Kendall Tau
correlation measure increases in most cases when the value of parameter β is increased (see
Fig. 5c). Finally, it can be concluded that the higher values of the parameter β have negative
effects on the catalog coverage measure (see Fig. 5d). Since, the value of catalog coverage
measure decreases when the value of parameter β is increased. It should be noted that, the
value of parameter β is set to β = 0.6 for the Netflix and BookCrossing datasets and also β =
0.7 for the MovieLens and Jester datasets to compare the proposed method with the other
recommender methods.

The parameter γ is used as a threshold value for the proposed confidence measure between
the users (i.e. Eq. (25)). In other words, the users in the initial neighbors set of target user who
their confidence values are higher than the parameter γ will be considered as the final
neighbors set. The effect of different values of the parameter γ over the NMAE, NRMSE,
Kendall Tau correlation, and catalog coverage measures are reported in Fig. 6. As you can see
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Fig. 4 The effect of parameter m on the system performance for: a NMAE measure, b NRMSE measure, c
Kendall Tau correlation measure, and d catalog coverage measure
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Fig. 5 The effect of parameter β on the system performance for: a NMAE measure, b NRMSE measure, c
Kendall Tau correlation measure, and d catalog coverage measure
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Fig. 6 The effect of parameter γ on the system performance for: a NMAE measure, b NRMSE measure, c
Kendall Tau correlation measure, and d catalog coverage measure
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from this figure, the NMAE and NRMSE values decrease in most cases when the value of
parameter γ is increased. Moreover, the values of evaluation measures increase when the value
of parameter γ is higher than specific values. On the other hand, the value of Kendall Tau
correlation measure increases in most cases when the value of parameter γ is increased (see
Fig. 6c). The results indicate that the higher values of parameter γ have negative effects on the
catalog coverage measure (see Fig. 6d). In the experiments, the value of parameter γ is set to
γ = 0.5 for the Netflix and BookCrossing datasets and also γ = 0.6 for the MovieLens and
Jester datasets to compare the proposed method with the other recommender methods.

5 Conclusions

Data sparsity is an important problem which the recommender systems suffer from it. This
problem has a negative impact on the quality of predictions which leads to reduce the
performance of the systems. In this paper, a novel approach is proposed to address this
problem. The proposed method is based on three reliability measures which are used to
evaluate the reliability of users, items and predicted ratings in the system. The proposed
user-based reliability measure is used to evaluate the effectiveness of rating profiles of users.
The rating profiles of users with low user-based reliability measure are enhanced by using a
novel mechanism which is based on the proposed item-based reliability measure. Moreover,
the quality of initial predicted ratings is evaluated using the rating-based reliability measure
and the ratings with low reliability values will be recalculated using a novel mechanism. The
main advantage of the proposed method is to alleviate data sparsity problem in recommender
systems. Experimental results using four real-world datasets indicate that the proposed method
achieves higher performance compared to other recommender methods based on different
evaluation measures. Future work will be focused on developing new reliability measures
based on different factors such as social information in recommender systems. In other words,
additional information such as trust and distrust relations between users can be useful to
propose novel reliability measures. Also, using noise detection techniques in recommender
systems can be effective for modeling reliability-based frameworks for recommending items.
Moreover, the proposed method can be used in other types of recommender systems such as
context-aware recommender systems to improve their performance.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.
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